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1 Overview of the National Archives and Records Administration Enterprise Architecture

1.1 Purpose

The National Archives and Records Administration (NARA) Enterprise Architecture (EA) is an information technology (IT) blueprint that specifies how NARA will use IT to support its strategic mission to “ensure, for the Citizen and the Public Servant, for the President and the Congress and the Courts, ready access to essential evidence”. This blueprint provides a set of guidelines that prescribe how NARA as an enterprise will integrate, deploy, use, and manage IT components and IT services in support of its business objectives.  NARA is required to develop an EA and a formal set of IT strategies to guide its IT initiatives as part of complying with Federal IT directives.  These directives are established by the Clinger-Cohen Act, the Office of Management and Budget (OMB), the General Accounting Office (GAO), and the Federal Enterprise Architecture (FEA) Program Management Office.  

1.2 Scope

NARA’s EA is intended to address IT design considerations that are broadly applicable across all of NARA’s IT systems.  An enterprise perspective is necessary to assure that the wide range of IT capabilities and technologies delivered by NARA’s IT initiatives can be integrated, operated, and managed in an efficient and cost effective manner.  Although there will undoubtedly be technology design considerations that are best addressed at the IT project level, the EA provides critical guidance and context to the projects that will implement the blueprint.

1.3 Approach

NARA’s approach to developing the EA is predicated upon methodologies that are prevalent in the IT community and with other large Federal agencies.  NARA surveyed the following sources (considered good practices for EA planning, structure, and development), then adapted concepts and guidance from these sources to establish its EA: 

· The Federal Enterprise Architecture Framework

· Surveys of other federal enterprise architectures to include The Department of the Treasury, the Department of Defense (DoD), the Internal Revenue Service (IRS), and the Customs and Immigration and Naturalization Service (INS) 

· The Open Group Architectural Framework

· The Gartner Group Enterprise Architecture Framework

· The General Accounting Office Guide: A Framework for Assessing and Improving Enterprise Architecture Management (Version 1.1)

· Steven Spewak’s book on enterprise architecture planning
 

· The Zachman Enterprise Architecture Framework

NARA has adopted the approach outlined in Figure 1.3-1 below for developing and refining its EA.

Figure 1.3-1  Approach to developing the EA
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It should be emphasized that the size, scope, and complexity of NARA’s IT projects as well as the dynamics of technology markets necessitate that the EA be developed iteratively.  Additionally, the EA is dependent upon the major business processes re-engineering (BPR) and business planning efforts that are currently underway.  NARA’s BPR activities will help to describe and document the business objectives and needs for IT capabilities.  Consequently, many areas within the EA can not be finalized until NARA’s business needs are refined and business planning activities are complete.  

1.4 Business Needs

NARA’s fundamental strategic business goal as the national record keeper is to preserve and provide access to the records
 that document what the government has done.  Access should be provided to customers inside and outside the government, within the security and privacy constraints established by NARA and the Federal government.  This strategic business goal can be satisfied by meeting the following key IT objectives:

(1) NARA must be able to accept, authenticate, store, preserve, and manage Federal, Presidential, and other government records and donated material regardless of their form. (Today, NARA can generally meet this objective for paper-based, sound recordings, still and moving images, and structured electronic records such as databases, but not for most electronic forms and records).     

(2) Within the constraints of security and privacy, NARA must be able to provide access to the records it keeps to the public, regardless of geographical location. 

(3) Access must be standardized, secure, reliable, and protect the privacy of information in the records in its custody. 

(4) NARA should participate in cross-agency service delivery within the context of strategic Federal E-Government initiatives as prescribed by the FEA.  

(5) In order to meet the above-stated business needs, therefore, NARA’s enterprise architecture must accomplish the following:

· Assert a core set of principles that help guide the use of IT within NARA. 

· Provide a business architecture to help identify NARA’s business needs for IT capabilities and describe the sequence in which those capabilities should be deployed. 

· Describe the information needs and flows of NARA’s business processes and services.

· Specify a modernized set of information systems and applications that are well aligned with the business processes they support and the information resources they utilize.

· Specify a robust, shared, well-managed technology infrastructure based upon industry standards.

· Integrate IT process capabilities and disciplines that help assure reuse of IT assets across the agency.

· Identify IT sourcing strategies that optimize the use of in-house and outsourced IT resources in alignment with NARA’s core business competencies and strategic business needs. 

It should be emphasized that satisfying these objectives requires consideration of not only the IT blueprint provided by the EA, but also the directives, initiatives, plans, processes, program management capabilities, people, and resources required to implement the blueprint.  The importance of addressing the dependencies and interactions between the EA and NARA’s program management processes and capabilities cannot be overstated.  

1.5 Strategic IT Initiatives

NARA’s Strategic Information Resources Management (IRM) Plan specifies the following five IT initiatives to align the acquisition and deployment of IT capabilities with the business strategies established by the NARA Strategic Plan.

Electronic Records Archives Initiative

NARA’s vision is to create a system that will authentically preserve and provide access to any kind of electronic record, free from dependency on any specific hardware or software, enabling NARA to carry out its mission into the future.

· We will be a leader in innovation in electronic records archiving. 

· In coordination with our Federal partners, we will develop policy and technical guidance to enable responsible electronic records creation and management. 

· With help from our research partners, we will develop and maintain the technical capability to capture, preserve, describe, access and appropriately dispose of any Government electronic record. 

· We will manage a coherent, nationwide, and sustainable system for permanent archival electronic records of the Federal Government. 

· We will develop the capability to manage Federal agency electronic records within the NARA records center system. 

· We will ensure that anyone, at anytime, from any place, has access to the best tools to find and use the records we preserve. 

· Our staff will be capable and consistent users of the electronic tools at every point of the life cycle. 

· We will sustain widespread support from all our stakeholders and customers by listening to their needs, meeting their requirements, and seeking their feedback.

Customer Service Initiative

The Customer Service initiative will enable NARA to improve customer service while eliminating redundancy in its processes and IT infrastructure.  This initiative supports the customer service requirements of the Government Paperwork Elimination Act (GPEA), and supports NARA’s strategic goal that states: “By 2007, 70 percent of NARA services are available online”. The customer service initiative focuses on providing easy-to-use, readily accessible, reliable, and consistent access to the spectrum of NARA services, particularly for information and holdings such as military records and pensions, census data, ship passenger arrivals, and Federal homestead records. The initiative also envisions new ways to: (a) deliver NARA’s holdings and services to our customers, and (b) provide additional servicing capabilities needed by our employees.   Finally, this initiative provides the secure, private environment (including authentication, authorization, non-repudiation, and encryption) required to deliver services via the web.

Records Center Reimbursable Initiative

NARA provides records storage and services (to more than 370 Federal agencies) that protect, preserve, and make available over 22 million cubic feet of Federal records for a fee.  The purpose of the Records Center Reimbursable initiative is to better manage these resources, services, and reimbursements.  The current portfolio of IT systems supporting this core activity does not meet the needs of NARA’s customers.  Specifically, our customers want: (a) access to their records over the Internet, (b) ad hoc reporting of transactions with NARA, and (c) itemized invoices for costs of the services provided.  A modernized Records Center Reimbursable system portfolio, in conjunction with the Customer Service Initiative and the Records Management Lifecycle Initiative, will provide additional capabilities including:

· An easy-to-use, web-based front end to provide customers with access to records inventories (including requests) and to assist NARA personnel in records storage activities. 

· Standard business processes across all records centers.

· Ad hoc reporting for all phases of a customer's use of NARA facilities and services.

· A billing system with accurate accounting of NARA resources such as space, personnel, time, and costs traceable to products and/or services.

· Privacy and security controls to ensure compartmentalization of customer records and controlled access.  

Records Management Lifecycle Initiative

The Records Management Lifecycle initiative is envisioned to redesign NARA’s scheduling, appraisal, and accessioning process, and give NARA and Federal agencies the tools and processes they need to ensure that records are kept according to established records schedules and are destroyed when they are no longer needed.  Approving the disposition of records is the most critical statutory responsibility of the Archivist of the United States because it determines how long records must be kept to protect individual rights, provide accountability in Government, and document the national experience.  It is expected that refining the business processes and improving the IT system capabilities in this area will help to prevent further loss of essential evidence. Revising NARA’s records disposition policies, processes, and tools is identified as a key business strategy to meet the primary goal that “essential evidence will be created, identified, appropriately scheduled, and managed for as long as needed.”  Without effective records management, records needed to document citizen’s rights, actions for which Federal officials are responsible, and the historical experience of our nation will be at risk of loss, deterioration, or destruction.  

Support and Infrastructure Initiative

Successful implementation and deployment of the above stated initiatives is dependent upon a robust, reliable, stable, scalable, and high performance technology infrastructure. NARA’s technology infrastructure must be expanded such that it can support the acquisition and deployment of all the systems and applications that are necessary to achieve NARA’s strategic goals.    The Support and Infrastructure initiative will:

· Use security guidelines established by the National Institute of Standards and Technology (NIST) to assure that all IT systems and infrastructure are certified and accredited for operation.

· Provide system administrators and improve application support for all NARA applications. 

· Investigate contingency alternatives such as hot sites to support contingent operations when faced with catastrophic events such as natural disasters or prolonged power outages. 

· Establish a network monitoring center to detect problems and provide management controls for all of NARA’s computer systems and network equipment.
· Refresh the dated hardware and software of many operational systems around a small but viable set of standard IT components.

· Continuously evaluate sourcing alternatives to assure that the operation and maintenance of NARA’s systems and infrastructure are efficient and cost effective. 

1.6 NARA Enterprise Architecture Context and Structure

The NARA EA is expressed as a set of documentation.  This documentation is defined within the context of the NARA Enterprise Architecture Framework (hereafter referred to as the framework).  The framework is designed to help readers visualize the EA’s context and better understand the nature of the EA’s dependencies, influences, and component parts. The framework identifies twenty-three distinct elements as depicted in Figure 1.6-1 below. The framework defines the structure by which NARA’s EA is documented and sets the context for the architecture as follows:

· Critical Drivers are key directives, policies, or influences that guide and constrain the development and application of NARA’s EA.  Critical Drivers are items such as NARA Strategic Planning, IT Capital Planning, and law, policy, and directives (e.g. the Clinger-Cohen Act and OMB Circular A-130). 

· The Enterprise Architecture provides information to guide the acquisition, use, and management of the agency’s IT capabilities and assets from varying perspectives (or views) to include: business, data, applications, systems, technology, operations, security, records management services, and sequencing. 

· Foundational Elements support and enable the development and management of the EA.  Foundational Elements include items such as the Glossary, the NARA Enterprise Information Technology Repository (NEITR), and IT Management Processes. 

Figure 1.6-1 NARA Enterprise Architecture Framework
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It should be noted that the critical drivers and the foundational elements help provide context for the EA.  As discussed in the section above, the EA is a set of high-level IT guidelines for NARA from the enterprise perspective. The critical drivers direct and influence those guidelines and the foundational elements support their development.  

A description for each critical driver and each foundational element is presented in Table 1.6-1 below along with a description of each component part of the EA.  Each component part of the EA is documented in its own section and within the context of its own framework (e.g. the data architecture is described in Section 5 within the context of the Data Architecture Framework).  The critical drivers and foundational elements for the EA also apply to the frameworks associated with each component part of the EA.     

Table 1.6-1  NARA EA Framework Descriptions and Documentation Sources

Framework Element
Description
Where Documented

Critical Drivers

NARA Strategic Planning
Refinement of NARA’s Strategic Plan to expresses the vision, mission, goals, objectives, and values of the organization.

Refinement of the Information Resources Management (IRM) Strategic Plan to expresses how IT capabilities will be used and deployed in support of NARA’s Strategic Plan


Ready Access to Essential Evidence.  The Strategic Plan of the National Archives and Records Administration.  Revised 2003.

Ready Access to Essential Evidence.  The Strategic Information Resources Management Plan of the National Archives and Records Administration.  Version 1.0 August 30, 2002.

NARA Risk Management
The activities associated with assessing NARA’s vulnerabilities and risks, and establishing programs, processes, and controls to manage their potential impact on the agency.
The IT Security Program Plan.

NARA IT Projects & Programs
The collection of IT initiatives, and associated projects, programs, and plans that NARA is undertaking to achieve its business objectives.
Under the NARA IT Projects section of the staff only web page and Program Charters for NARA programs.

Business Requirements
NARA’s needs for IT capabilities as driven by ongoing business operations 
The Agency Operating Plans.

IT Capital Planning
The financial investment strategies and plans that allocate financial resources across NARA’s portfolio of projects and NARA business operations.
NARA’s Directive 801.

Law, Policy, Guidance, & Directives
The Federal laws, policies, and directives with which NARA’s IT initiatives must comply 
Federal oversight sources are identified in Section 3 of the EA.

Enterprise Architecture Components

Architecture Overview
This section of the EA describes the overall theme of, approach to, and structure of NARA’s EA. 
Section 1 of the EA.

Principles, Constraints, and Assumptions (PCA)
This section of the EA describes the fundamental philosophies and limitations that guide the EA. 
Section 2 of the EA. 

Federal Oversight Alignment
This section of the EA describes where NARA’s EA framework addresses key oversight requirements from GAO, OMB, and other organizations.
Section 3 and Appendix C of the EA.

Business Architecture
This section of the EA describes how NARA’s business is organized and describes the major business functions of the agency. 
Section 4 of the EA.

Data Architecture
This section of the EA describes how NARA structures, integrates, and manages its information assets.
Section 5 of the EA.

Application Architecture
This section of the EA describes how NARA functionally and structurally partitions its application software portfolio.
Section 6 of the EA.

Technical Reference Model (TRM) and Standards Profile
This section of the EA describes, classifies, defines, and sets standards for the technologies used by NARA.  The TRM also provides an overview of NARA’s target technical architecture.
Section 7 and Appendix B of the EA.

Systems Architecture
This section of the EA describes how NARA partitions technology components to IT system initiatives and specifies the agency’s technology infrastructure.
Section 8 of the EA.

Operations Architecture
This section of the EA documents the AS-IS (i.e. current-state) IT environment and describes how NARA currently operates and manages IT components in production.
Section 9 of the EA.

Sequencing Plan
This section of the EA describes the order in which NARA will deploy IT capabilities in alignment with business needs. 
Section 10 of the EA.

Records Management Services
This section of the EA provides the Records Management Common Service specifications.
Section 11 of the EA.

Security Architecture
This section of the EA describes how NARA assesses its IT vulnerabilities, manages security processes, and applies security measures to IT systems. 
Section 12 of the EA.

Foundational Elements

Glossary
The definitions for NARA IT terms and acronyms from the EA.
Appendix A of the EA.

IT Governance, Organizations, & Staffing
The leadership teams, steering committees, and control boards that direct all NARA IT initiatives inclusive of the EA.  Also, NARA’s IT organizations, vendors, contractors, and staff used to execute IT initiatives and plans. 
Organization charters and staffing plans.

IT Management Processes
The formal process definitions that NARA uses for requirements management, system acquisition, program management, and IT system development.
The NARA System Development Lifecycle (SDLC).

IT Industry Standards and Good Practices
The mainstream technologies, processes, and methods used across the IT industry (and Federal Government) to develop, manage, and integrate IT capabilities. 
Appendix B identifies the major technical standards bodies. Information regarding specific standards and practices is dynamic and requires referencing the IT industry literature.  

NARA Enterprise IT Repository (NEITR)
NEITR provides a single, centrally managed source of all authoritative IT documents and components inclusive of the tools, processes, and infrastructure supporting their development.
The NEITR Concept of Operations and System Requirements Specification.

The PVCS Product Documentation and System Architect product documentation.

1.7 Changes in Version 2.0 of the Enterprise Architecture

Release 2.0 of the NARA EA focuses on areas of the architecture that are not dependent upon completed business process specifications.  Additionally, release 2.0 of the NARA EA incorporates numerous changes in both structure and content to the initial release of the EA (Release 1.0).  The most significant changes are identified in Table 1.7-1 below.   

Table 1.7-1  Changes in Enterprise Architecture Release 2.0

Change
Description

A more comprehensive NARA EA framework is established.
A new framework is used to structure all EA documentation and provide the context for the EA.  The entire EA documentation set has been realigned to conform to the new framework.  Additionally, each architectural area (e.g. business, data, security) is defined within the context of a framework specific to that area.

An annotated outline is established for the EA.
The NARA EA framework is decomposed into an annotated outline that identifies and describes each area of content within the EA.  The outline describes what specific types of architectural information are contained within each section of the architecture. 

A PCA section is added.
PCAs are used to present the fundamental philosophies and limitations upon which the NARA EA is predicated.

A Federal Oversight Alignment section is added.
The Federal Oversight Alignment section is established to identify where federal oversight directives are addressed within the EA framework   This section was included to facilitate GAO and OMB reviews.

The Work View is renamed to Business Architecture.
The Business Architecture carries forward the business information from EA 1.0.  This section will be updated when the information documented by NARA BPR activities is complete and approved for publication.

The TRM is modified.
The TRM establishes a technology classification model that is more closely aligned to the IT marketplace by incorporating a middleware layer.  The TRM also defines and clarifies many technology concepts that are important to NARA’s strategic IT initiatives, presents the target technical architecture concept for the enterprise, and introduces a set of system design patterns.  The format of the Standards Profile was changed and included as Appendix B.

The Data Architecture is expanded to include a conceptual layer.
Version 2.0 of the EA introduces version 1.0 of the NARA Conceptual Data Model including data categories and subject areas definitions.  

The Technology View is renamed to the Systems Architecture.
System design patterns overviews have been moved from the Systems Architecture to the TRM.  In a future release, the Systems Architecture will further decompose the systems design patterns and the technical architecture concept introduced by the TRM. 

The Operations Architecture is added.
This release of the EA incorporates IT operations as a critical component of NARA’s EA for the first time.  The first release of the Operation Architecture (OA) includes definition of the OA framework, a set of operations PCAs, and an initial set of AS-IS (i.e. current-state) documentation.  The current-state documentation contained in the OA is derived from and supercedes the Baseline Configuration Document (BCD). 

Records Management Services are emphasized.
Specifications for the Records Management Common Service are repositioned from being a piece of the TRM to a major component of the architecture.  Records Management Services content is carried over as-is from EA 1.0

The Security Architecture is added.
This release of the EA establishes Security Architecture as a major component of NARA’s EA for the first time.  The first release of the Security Architecture defines a Security Architecture framework within the context of NARA’s Information Security Program.

A Sequencing Plan is added.
This release of the EA incorporates the IT Sequencing Plan as prescribed by OMB.  The sequencing plan framework and the first year of the plan are included. 

1.8 Using Version 2.0 of the Enterprise Architecture

The NARA EA Framework and Release 2.0 of the NARA EA categorize and provide a wide range of information related to IT.   When completed, the EA will provide information from differing perspectives (e.g. data, systems, security) at varying degrees of detail (e.g. conceptual, logical, physical), and from differing orientations (e.g. functionally what a system does vs. technically how a system is built and operates).  Depending upon the reader’s needs, one or more areas of the EA framework may provide information of interest. Table 1.8-1 below categorizes (generally) the types of stakeholders that are likely users of the EA and identifies the areas of the EA framework that will be of the most interest.  

Table 1.8-1  EA Stakeholders and Sections of Interest

Stakeholder
Sections of Interest

NARA Executive Management
· Critical Drivers

· Architecture Overview

· Principles, Constraints, and Assumptions

· Federal Oversight Alignment

· Business Architecture

Oversight Organizations
· Critical Drivers

· Architecture Overview

· Principles, Constraints, and Assumptions

· Federal Oversight Alignment

· Foundational Elements

NARA Business Organizations
· Critical Drivers

· Architecture Overview

· Principles, Constraints, and Assumptions

· Federal Oversight Alignment

· Business Architecture

· Data Architecture (Conceptual Data Model)

· Application Architecture (Functional Partitioning)

· Sequencing Plan

NARA IT Projects and Programs
· All sections

IT Security
· All sections

IT Operations
· Principles, Constraints, and Assumptions

· TRM & Standards Profile

· Systems Architecture

· Operations Architecture

· Security Architecture

· Sequencing Plan

· Foundational Elements

IT Contractors and Suppliers
· Principles, Constraints, and Assumptions

· Data Architecture 

· Application Architecture

· TRM & Standards Profile

· Systems Architecture

· Security Architecture

· Records Management Services

· Sequencing Plan

· Operations Architecture

· Foundational Elements

2 Enterprise Architecture Principles, Constraints, and Assumptions

2.1 Overview

This section describes the Principles, Constraints, and Assumptions (PCAs) that guide the development of NARA’s Enterprise Architecture (EA) and the consequent acquisition of IT components and services.  The PCAs identified in this section are fundamental philosophies that express how NARA desires to plan for, acquire, deploy, use, and manage IT resources as an enterprise.  These PCAs apply broadly across all aspects of the EA.  PCAs specific to an architectural area (e.g. data, applications, security) are identified in the corresponding section of the EA. 

Principles are statements of NARA’s preferred direction or practice. Principles are listed along with a rationale for their inclusion and a brief discussion of the implication(s) of their adoption to NARA. 
Constraints are limitations that are imposed upon NARA’s directions, practices, or activities over which NARA has little or no direct control.  Constraints are listed along with a discussion of their implications to NARA. 

Assumptions are expectations that something will or will not occur.  Assumptions are identified when they are significant enough to effect NARA’s strategic direction, planning, and practices.  Assumptions are listed along with a rationale for their inclusion and a brief discussion of their key considerations(s).

2.2 Principles

Principle 1 – We will maintain and update a Strategic Information Resources Management (IRM) Plan.

Rationale: Strategic plans help to guide investment decisions and align tactical decisions with strategic goals.  Impacts resulting from customer needs, business plans, market trends, and technology trends are unavoidable and will ultimately force NARA to make many decisions about Information Technology (IT) investments as the agency modernizes major portions of its IT infrastructure and integrates with the emerging E-Government environment over the coming years. Without a strategic plan, tactical decisions may cause NARA to invest in throwaway or stovepipe solutions to tactical problems that increase integration complexity across the enterprise and raise the total cost of ownership (TCO) of IT initiatives. 

Implications: 

· Resources should be allocated to update the Strategic IRM Plan annually.

· The Strategic IRM Plan should be reconciled with NARA’s Strategic Plan and Capital Plan.

· The business should prioritize NARA’s IT investments across the enterprise and all IT initiatives should be aligned with specific business quality and performance objectives.

· The Strategic IRM Plan should address technology refresh and sunset concerns.  

· IRM strategic planning must consider the tactical concerns of NARA’s day-to-day business. 
Principle 2 – We will thoroughly understand, evaluate, and improve business processes before automating them. 

Rationale: The discrete business functions, environments, and IT requirements associated with NARA’s business processes must be well understood prior to making large investments in IT system acquisitions and implementations that will inherently alter business workflows and the information they utilize.

Implications:  

NARA should develop a comprehensive business architecture that: (a) continuously refines (at appropriate intervals) NARA’s business functions, business process flows, and business information flows, (b) prioritizes business requirements for IT capabilities, (c) specifies how the business wants to integrate IT capabilities within the business, and (d) describes how the business wants to sequence the deployment of IT capabilities.

Principle 3 - We will design and build IT systems that meet the needs of our customers.  

Rationale:  The most critical component in the development of any IT system is that it responds to the needs of its user community.  NARA will seek to identify a system’s customers and stakeholders and to the greatest extent possible allow the needs of those using the system to define its requirements.  

Implications:  

· NARA should identify internal and external users and stakeholders at the outset of the system development process.

· NARA should develop strategies for enabling customers to participate in and drive the requirements management process.

· NARA should develop mechanisms that enable all customers to provide systematic feedback on NARA applications. 

· NARA’s Sequencing Plan should help support all phased implementation initiatives.

Principle 4 – The IT infrastructure is a utility that must always be available, regardless of a customer’s location.   

Rationale:  A key IT strategic objective is to provide access to NARA records regardless of where the customer is or where the records are located.  This necessitates the deployment of a robust technical infrastructure that can deliver IT services to any customer location accessible via public communications infrastructure. 

Implications:  

· NARA should architect, engineer and deploy a multi-channel network and platform infrastructure based upon Internet and web technologies and in compliance with requirements set forth by Section 508 of the Rehabilitation Act of 1973.

· NARA should invest in management and monitoring capabilities that can optimize the performance and availability of the IT infrastructure within security constraints and according to the needs of the business and its customers.

· NARA should avoid bundling IT infrastructure components within application projects as this can often lead to sub-optimal solutions for both the application and the infrastructure.
Principle 5 – We will deploy IT capabilities in phases.

Rationale: The fundamental objective of delivering IT capabilities is to support business objectives.  The sooner IT capabilities are made available to the business, the sooner the corresponding business needs are met and the sooner a system’s ROI can be realized. This principle is consistent with the managed evolutionary development (MED) approach to systems development defined by NARA’s System Development Lifecycle (SDLC), and allows for the quick development of IT capabilities to meet business objectives. 

Implications:  

· Large IT program initiatives will be delivered in phases by using prototypes and pilots prior to full-scale production rollout.

· Comprehensive impact assessments must be performed for all proposed changes to the IT environment.  Impact assessments can help to determine how changing an IT system component affects the entire IT environment so that risks can be effectively managed and mitigated. 

· Each phase of an IT program should strive to deliver business benefits within a nine to twelve month timeframe.

· The scope and expectations for each phase of a program should be carefully limited and managed.

· Using a phased approach may lengthen the overall time line of a program, may increase its costs, and will require a sharp focus on identifying and prioritizing the core requirements of the program.
Principle 6 – Data is a valuable asset, critical to the operation of the agency, and must be managed accordingly. 
Rationale: NARA’s core business is managing and providing access to essential evidence.  This makes it imperative that data resources be appropriately managed, secured, and maintained in a state of high quality and ready accessibility.   

Implications: 

· NARA should develop a comprehensive Data Architecture that specifies the structure and integration of data resources such that date redundancy is reduced and data quality is assured.

· NARA should maintain a Data Administration Program to assure that effective data management processes are applied to NARA data resources and across IT initiatives.

· Data security measures must be integrated into the overall NARA Information Security Program. 

· Since data is so critical to NARA’s business, the Data Architecture should assert a core set of Principles specific to data management.  

Principle 7 – We will manage the Total Cost of Ownership (TCO) for IT initiatives. 

Rationale: NARA must plan for and manage an IT system’s cradle-to-grave technology costs, business integration costs, and recurring operating costs.  Large IT system investments should be approved within the context of a business case that (generally) provides return on investment (ROI) within a three to five year timeframe based upon the TCO.  

Implications: 

· NARA should recognize that the initial procurement of commercial-off-the-shelf (COTS) hardware and software will likely become a small percentage of the TCO for a successfully deployed IT system.  Typically, the majority of an IT system’s cost is incurred subsequent to deployment and is associated with recurring operations and maintenance support activities. 

· NARA should develop and adopt cost models and plans that address the TCO of a system, then integrate those models and plans within the capital planning process and manage and measure ongoing IT initiatives in the context of those models and plans. 

· NARA should incorporate TCO analysis and management activities within OMB and agency IT capital planning guidelines and processes.  

Principle 8 – We prefer to outsource for the IT components and services we require.  

Rationale: Building a robust internal IT development and operations competency within NARA is not strategic to its business. As such, NARA prefers to use COTS solutions and acquire IT services from contractors and vendors that specialize in IT. 

Implications: 

· NARA will need to improve in-house skills for contract management, vendor management, service management, and program management rather than system development, operations management, and operations support. 

· Outsourced IT components, particularly COTS packages, may not conform to NARA’s preferred technical architecture and may not address all of NARA’s business requirements. 

· NARA must introduce rigorous COTS integration strategies and processes that assure the best balance between business time-to-market pressures, TCO ramifications, and the long-term impact of any architectural inconsistencies.

· Every effort will be made to adapt to the capabilities of a COTS product rather than performing extensive COTS modifications that negate many of the advantages of a purchased solution.

· When appropriate, NARA should use a best value approach for selecting contractors and vendors.

Principle 9 – We will reuse IT components whenever practical. 

Rationale:  Reuse of existing IT components can reduce costs, shorten the time required for delivery of new systems, decrease integration complexity, and reduce deployment risks. 

Implications: 

· NARA should adopt process controls that incorporate rigorous design reviews and promote standardization and reuse.

· NARA should continue to implement its IT repository as a central location to store and document IT components.

· The best way to assure reusability of specifications, designs, data, and software components is by following a component-based development (CBD) and object-oriented (OO) analysis, design, and implementation paradigm that begins with re-engineering and modeling the business, and ends with deploying the business information systems.
 

· Reuse of existing, legacy systems within the target architecture may be difficult due to the differences in software architectures (OO vs. procedural), databases (relational vs. non-relational), and presentation formats (character vs. graphical).

Principle 10 – We will acquire systems that are flexible and adaptable to change. 

Rationale: NARA is adopting business strategies that are more heavily dependent upon information systems and technology, and likely to change and evolve over time.  This makes it important to acquire systems with flexible architectures that can facilitate the quick delivery of new or enhanced information-based products or services. 

Implications: 

· NARA’s systems should be sufficiently flexible to adapt to changes in business processes or work locations, changes arising from the continued evolution of the systems themselves, and changes precipitated by external factors such as e-Government initiatives and other federal IT directives. 

· Application, system, and data architectures should be structured for flexibility and change.

· Since architecting systems for flexibility requires additional rigor in design, development, testing, and implementation, the overall time required to acquire IT systems may increase along with the consequent costs. 

· Component-based architectures that are implemented using object-oriented technology and n-tier distributed infrastructure are generally accepted as a good practices approach to shorten implementation times, lower life-cycle costs, and provide the highest potential for adapting to changing requirements.

Principle 11 – We will use managed processes
 to specify, acquire, and deliver IT capabilities to the business. 

Rationale:  Managed processes can help provide a wide range of benefits to include:

· Better alignment of IT solutions with business needs.

· Improved product quality.

· Better management visibility into the costs, schedules, and risks associated with IT initiatives.

· A more deterministic and measured outcome of IT initiatives.

· Improved efficiency and effectiveness in IT development, deployment, and maintenance. 

· Reduction in rework, redundancy, and the consequent costs.

Implications: 

· NARA should strengthen its formal life-cycle process methodologies for requirements management, system acquisition, program management, and system development.

· NARA needs a variety of system acquisition and development methods that can be judiciously applied to projects of varying size, complexity, and urgency.

· NARA should address the change management challenges associated with enforcing formal process constraints within its IT and business culture.

· NARA should implement a philosophy of joint business / IT accountability for major system initiatives. 

Principle 12 – We will align technology acquisition with the formal and de facto IT standards that are prevalent in the IT market that meet our business needs.

Rationale: Acquiring technology components and solutions that are based upon industry accepted standards can optimize interoperability, reduce integration complexity, provide maximum platform support and longevity, align with IT market momentum, and provide maximum flexibility in COTS product alternatives.  

Implications:  

· NARA should allocate time and resources to review and analyze industry trends for technology standards.

· NARA should promulgate watch, wait, or adopt strategies for the IT standards that are key to delivering required IT capabilities.

· NARA should attempt to minimize the number and diversity of products and technologies used in the enterprise by establishing a small but viable standards set.

· NARA should adopt standards that promote interoperability.

· NARA should avoid proprietary solutions.

Principle 13 – We will address business continuity, security, and privacy issues as an integral part of all IT system initiatives. 

Rationale:  Business continuity, security, and privacy measures should focus on the continuity and protection of business processes and services rather than specific technology or infrastructure components.

Implications: 

· Business continuity, disaster recovery, security, and privacy considerations should be incorporated into architectural designs, system deployment initiatives, and TCO calculations.

· Sound investment decisions for IT infrastructure will require an understanding of the business services that the infrastructure supports. 

· NARA must implement security controls that secure federal information against unauthorized access. 

· NARA must integrate privacy measures within all IT systems that provide notice, allow for choice of information disclosure, and guarantee the protection of privacy of the citizen. 

· Policy directives, process checks, and performance monitoring should be implemented to assure that security and privacy controls are effective. 

· Business continuity, security, and privacy measures should be implemented agency-wide and should be supported by solutions that can be leveraged across all IT projects.

Principle 14 – All IT components will be verified for operational readiness prior to being placed into production.  

Rationale: Since it is critical that IT systems work successfully the first time they are delivered to the production environment, we must standardize our processes for testing, operations transition, and documentation development. 

Implications: 

· NARA should develop and implement testing environments that are reflective of the production environment within which IT systems will operate.

· Testing should simulate and reflect the volumes and use patterns an IT system will face during business operations.

· IT programs must budget for and allocate time for testing, production staging, training (business and IT), and operations transition activities.

· IT programs should establish plans and design systems with adequate consideration for rollout and on-going support activities.

· IT programs should deliver documentation appropriate to system operations and maintenance activities. 

2.3 Constraints 

Constraint 1 – Our IT programs are constrained by the availability of funds, the skills of our personnel, and time. 

Implications: Though obvious, this constraint must be stated. The reality of budget, schedule, and resource constraints makes it imperative for NARA to factor these limitations into IT program objectives and plans, and manage expectations accordingly.  NARA should introduce cost and schedule realism into IT programs in the earliest phases of program initialization. 

Constraint 2 – Our IT programs are constrained by federal laws, policies, and directives. 

Implications: NARA must comply with all applicable laws and federal oversight directives such as the Clinger-Cohen Act, the Government Paperwork Elimination Act (GPEA), the Privacy Act of 1974, Section 508 of the Rehabilitation Act of 1973, the Paperwork Reduction Act of 1980, the Computer Security Act of 1987, the Government Performance and Results Act of 1993, the Office of Management and Budget (OMB) Circular A-130, the Federal Enterprise Architecture (FEA), and (when applicable) all laws and policies that constrain NARA’s business activities, such as those listed in Basic Laws and Authorities of NARA.  Requirements expressed within these directives must be appropriately incorporated into NARA’s IT program plans.  

Constraint 3 – Our IT programs are constrained by limits in technological capabilities.  

Implications: NARA may need to adjust IT deployment objectives to coincide with the availability of viable commercial technologies, particularly for very large-scale electronic records management technologies.  If NARA’s IT program objectives and market-based technology capabilities can not be aligned, then the consequent business risk(s) must be managed accordingly.

Constraint 4 – Our IT programs are constrained by on-going business operations and needs.  

Implications: NARA will need to maintain its on-going business operations and services.  All IT programs must account for and manage changes to the on-going business environment and assure the continuity of business services. 

2.4 Assumptions

Assumption 1 – We will manage IT risk.  

Rationale: It is assumed that NARA prefers a conservative approach to IT system deployment.  NARA wants to modernize its IT capabilities based upon proven technologies, and mainstream practices for information technology deployment as applied to large-scale government and commercial information system environments.  Conversely, NARA generally does not want to be an early adopter of new technologies, nor does it want to invest in or be constrained by technology that is out-dated or difficult to support.

Considerations: 

· Mainstream practices for new IT system development are based upon multi-tier, service-oriented, component based, and object-oriented methods and technologies.
  

· NARA may occasionally find it advantageous to pursue higher risk technology solutions for opportunistic projects that have the potential to yield significant business advantages. 

· The best way to mitigate technology risk is by implementing a thorough set of enterprise testing processes that begins with technical architecture proof-of-concept testing.

· Risk associated with large-scale, complex projects can be mitigated by adopting sequencing strategies that break the implementation into smaller, more easily managed, and phased deployments

Assumption 2 – We will have a process for refreshing and retiring technology. 

Rationale: Maintaining old technology is expensive, consumes the time of scarce IT resources, and puts us at risk when unsupported IT components remain part of the production environment. A technology refresh process allows the technical infrastructure to adapt more easily to newer technologies when business needs dictate. 

Considerations:

· NARA will need to refresh its technology periodically to remain current with vendor product releases.   

· A technology refresh process should provide the option to leapfrog vendor releases if appropriate.  The process should consider the trade-offs between the high cost and high disruption of regular upgrades versus the higher risk and longer time periods required to upgrade older releases. 

· Upgrades to key technology infrastructure components like operating systems and database management systems may necessitate changes to the applications they support.  Likewise, upgrades to COTS products may necessitate upgrades to infrastructure components like operating systems and database management systems. 

Assumption 3 – We will implement process improvement and quality assurance measures.

Rationale: General Accounting Office (GAO) and OMB guidance requires that federal agencies integrate process improvement and quality assurance measures within their capital planning and system acquisition activities. NARA will implement improvements in the management, acquisition, and deployment of IT systems by adopting key process areas from the Software Engineering Institute Capability Maturity Model (SEI / CMM) that are related to requirements management, acquisition management, and process integration.  

Considerations:

· Formal process methodologies can often times be antithetical to time-to-market pressures, especially when process formality is new to the organization.

· NARA must also consider the technology and people aspects of IT programs to assure that viable, high quality content results from process.

· NARA must address the impact of adopting quality assurance and process improvement measures on organizational culture, funds allocation, and program scheduling.

Assumption 5 – We will justify and manage IT expenditures.

Rationale:  NARA wants to minimize the TCO for all IT systems and must manage the costs of IT investment within the context of a business case. 

Considerations:

· New IT system development will be driven strictly by business needs.

· NARA should demonstrate the business value of proposed IT system modernization activities via a business case and a financial model. 

· NARA should consider enterprise infrastructure costs in the areas of hardware, software, process, services, and organizational impact as part of ROI models for all IT programs. 

· Operations costs can be decreased by focusing on code and data reuse, formal life-cycle processes, and OO methodologies.

3 Federal Oversight Alignment

3.1 Overview

This section identifies the requirements imposed upon NARA’s EA by major Federal Government oversight directives including:

· The Clinger-Cohen Act.

· The Office of Management and Budget Circular A-130 including Appendix I – Federal Agency Responsibilities for Maintaining Records About Individuals and Appendix III – Security of Federal Automated Information Resources.

· The Federal Enterprise Architecture including Federal E-Government Guidelines and Initiatives.

· Section 508 of the Rehabilitation Act of 1973.

· The Federal Information Security Management Act (FISMA).

3.2 Clinger-Cohen Act 

In 1996, the Congress and President established the Information Technology Management Reform Act (ITMRA) and the Federal Acquisition Reform Act, which are known collectively as the Clinger-Cohen Act.
  The purpose of the Clinger-Cohen Act (Division E) is to enable Federal agencies to better leverage information technology resources and develop more effective government. The Clinger-Cohen Act eliminates the delegation of procurement authority at GSA by rescinding the Brooks Act. 

Clinger-Cohen requires that major Federal agencies establish the position of a Chief Information Officer (CIO).  The CIO has clear authority, responsibility, and accountability for the agency’s information resources management (IRM) activities and provides for greater coordination among the Agency’s information resources.  Clinger-Cohen also requires the heads of Federal agencies to link IT investments to agency accomplishments, and to establish processes to select, manage, and control IT investments and acquisitions.  NARA is addressing this requirement through its Decide, Inform, and Learn processes for IT capital planning.  The Clinger-Cohen Act also requires NARA to develop an Enterprise Architecture to provide context for IT acquisitions, and must implement performance measurement processes to integrate IT investments within overall capital planning activities. It should be noted that the Clinger-Cohen Act imposes requirements upon the NARA strategic planning, acquisition management, and capital planning processes more than the EA per se. Clinger-Cohen Act requirements are summarized and cross-referenced to the NARA EA Framework in Appendix C.1, Clinger-Cohen Act Oversight Guidance.

3.3 Office of Management and Budget Circular A-130

The Office of Management and Budget (OMB) provides management oversight for agencies in the executive branch of the Federal Government.  OMB issued Circular A-130
 to provide guidance and clarification to Federal agencies when complying with the wide range of statutes, directives, and policies that influence the management and acquisition of information resources.
   Although Circular A-130 provides Federal agencies with policy in a number of IRM areas (to include agency IRM planning and management, capital planning, information security and dissemination, records management, IT management, IT acquisition, and IT governance), Section 8 of OMB Circular A-130 establishes policy specifically for the creation, documentation, and management of Enterprise Architectures and Frameworks as mandated by the Clinger-Cohen Act.  NARA is required to monitor the NARA EA to ensure adherence to OMB policies throughout its lifecycle. OMB Circular A-130 requirements that are pertinent to Enterprise Architecture specifications are summarized and cross-referenced to the NARA EA framework in Appendix C.2, OMB Circular A-130 Oversight Guidance.

It should be noted that OMB Circular A-130 also provides significant guidance related to the Government Paperwork Elimination Act of 1998 (GPEA) in Appendix II, and the security and privacy of information assets in Appendix III (updated guidance reflecting the Federal Information Security Management Act is pending).  Some of the guidance in these appendices is more germane to NARA’s information security (InfoSec) program responsibilities, NARA’s organizational governance, or program management and planning for NARA’s GPEA initiative than the EA.  In these cases, the area of the EA framework that addresses the requirements is noted.

3.4 Federal Enterprise Architecture 

Executive Order 13011 of July 17, 1996 directed executive agencies to ‘significantly improve the management of their information systems and their acquisition of information technology by implementing the relevant provisions of the Paperwork Reduction Act of 1995, the Information Technology Management Reform Act of 1995 (Division E – Information Technology Act), and the Government Performance and Results Act of 1993’. Executive Order 13011 also directed that an interagency CIO council be established under OMB to improve the management and use of information technology across Federal agencies.  OMB established the Federal CIO Council and the Federal Enterprise Architecture Program Management Office (FEAPMO) to satisfy this directive. 

The FEAPMO is developing a Federal Enterprise Architecture (FEA) to identify opportunities to simplify processes and unify work across the agencies and within the lines of business of the Federal Government.  The June 12, 2003 release of the FEA provides three reference frameworks that describe major components of the FEA those being: (1) the Business Reference Model (BRM) v2.0, (2) the Service Component Reference Model (SRM) v1.0, and (3) the Technical Reference Model (TRM) v1.0.
  These reference models are high-level categorizations and descriptions of the Federal business operations, Federal service components, and technology standards envisioned for the FEA.  Maintaining compatibility with emerging FEA guidance will allow NARA to optimize its ability to share information, processes, and services with other Federal agencies.  The following sections show how NARA’s business as a Federal agency and NARA’s EA align to the FEA reference models.  

3.4.1 Alignment with the FEA Business Reference Model (BRM)

“The BRM is a function-driven framework for describing the business operations of the Federal Government independent of the Agencies that perform them.”
 The BRM identifies 39 lines of business provided by Federal agencies and 153 sub-functions across those lines of business. The FEA BRM provides no detailed guidance for NARA’s EA at this time; however, NARA provides the services listed in Table 3.4.1-1, Table 3.4.1-2, and Table 3.4.1-3 below within the BRM framework.  Additionally, NARA performs all lines of business associated with the Management of Government Resources business area.  

Table 3.4.1-1  Service to Citizens Business Area

Line of Business
Sub-function

Education
Cultural and Historic Preservation

Education
Cultural and Historic Exhibition

Table 3.4.1-2  Mode of Delivery Business Area (Government Service Delivery and Financial Vehicles)

Line of Business
Sub-function

Government Service Delivery

Knowledge Creation and Management
General Purpose Data and Statistics

Knowledge Creation and Management
Knowledge Dissemination

Public Goods Creation and Management
Public Resources, Facility and Infrastructure Management

Public Goods Creation and Management
Information Infrastructure Management

Information and Technology Management
Records Retention

Information and Technology Management
Information Management

Financial Vehicles

Federal Financial Assistance 
Federal Grants (Non-State)

Transfer to States & Local Governments
Project/Competitive

Table 3.4.1-3  Support Delivery of Services

Line of Business
Sub-function

Controls and Oversight
Corrective Action 

Controls and Oversight
Program Evaluation

Controls and Oversight
Program Monitoring

Regulatory Development
Policy and Guidance Development

Regulatory Development
Public Comment Tracking

Regulatory Development 
Regulatory Creation

Regulatory Development
Rule Publication

Internal Risk Management and Mitigation
Contingency  Planning

Internal Risk Management and Mitigation
Continuity of Operations 

Internal Risk Management and Mitigation
Service Recovery

Public Affairs
Customer Service

Public Affairs
Official Information

Public Affairs
Dissemination

Public Affairs
Product Outreach

Public Affairs
Public Relations

Planning and Resource Allocation
Budget Formation

Planning and Resource Allocation
Capital Planning

Planning and Resource Allocation
Enterprise Architecture

Planning and Resource Allocation
Strategic Planning

Planning and Resource Allocation
Budget Execution

Planning and Resource Allocation
Workforce Planning

Planning and Resource Allocation
Management Improvement

Legislative Relations
Legislation Tracking

Legislative Relations
Legislation Testimony

Legislative Relations
Proposal Development

Legislative Relations
Congressional Liaison Operations

Revenue Collection
User Fee Collection

General Government
Central Records and Statistics Management

3.4.2 Alignment with the FEA Service Reference Model (SRM)

“The SRM is a business and performance-driven, functional framework that classifies Service Components with respect to how they support business and / or performance objectives.”
 The SRM identifies seven domains of government-wide business and service components and 29 service components. Each service component identifies and describes numerous service types.  Some of these service type descriptions are oriented toward technology capabilities, some are oriented toward line-of business functions, and others are oriented toward business support activities. NARA’s EA Framework classifies and identifies the service concepts presented by the SRM service domains and components as identified in Table 3.4.2-1 below. 

Table 3.4.2-1  EA Framework Alignment with the FEA Service Reference Model

FEA Service Component
Where Addressed in the NARA EA Framework

Customer Services Domain

Customer Preferences
Technical Reference Model → Technology Classification Model →  Application Segment → Channel Management 

Customer Initiated Assistance
Technical Reference Model → Technology Classification Model →  Application Segment → Channel Management

Customer Relationship Management
Technical Reference Model → Technology Classification Model →  Application Segment → Channel Management

Process Automation Services Domain

Tracking and Workflow
Technical Reference Model → Technology Classification Model →  Middleware Segment → Business Process Managers / Workflow Engines

Routing and Scheduling
Technical Reference Model → Technology Classification Model →  Middleware Segment → Business Process Managers / Workflow Engines

Business Management Services Domain

Management of Process
Technical Reference Model → Technology Classification Model →  Middleware Segment → Business Rule Engines

Technical Reference Model → Technology Classification Model →  Enterprise Common Services Segment → Software Development and Test

NARA Risk Management

IT Governance, Organizations, and Staffing

IT Management Processes

IT Capital Planning

NARA Strategic Planning

NARA IT Projects and Programs

Organizational Management
Technical Reference Model → Technology Classification Model →  Application Segment → Workgroup / Collaboration

Technical Reference Model → Technology Classification Model →  Enterprise Systems Management Segment

Supply Chain Management
Business Architecture → Business Functions

Application Architecture → Functional Partitioning

Investment Management
IT Capital Planning

NARA Strategic Planning

NARA IT Projects and Programs

Digital Asset Services Domain

Content Management
Technical Reference Model → Technology Classification Model →  Application Segment → Document and Content Management

Knowledge Management
Technical Reference Model → Technology Classification Model →  Application Segment → Knowledge Management

Document Management
Technical Reference Model → Technology Classification Model →  Application Segment → Document and Content Management

Records Management
Technical Reference Model → Technology Classification Model →  Enterprise Common Services Segment → Records Management

Records Management Services

Business Analytical Services Domain

Analysis and Statistics
Technical Reference Model → Technology Classification Model →  Application Segment → Knowledge Management

Business Intelligence
Technical Reference Model → Technology Classification Model →  Application Segment → Knowledge Management

Visualization
Technical Reference Model → Technology Classification Model →  Application Segment → Knowledge Management

Reporting
Technical Reference Model → Technology Classification Model →  Application Segment → Knowledge Management

Back Office Services Domain

Data Management
Technical Reference Model → Technology Classification Model →  Middleware Segment → Data Integration and Management

Data Architecture 

Human Resources
Business Architecture → Business Functions

Application Architecture → Functional Partitioning

Financial Management
Business Architecture → Business Functions

Application Architecture → Functional Partitioning

Assets / Materials Management
Technical Reference Model → Technology Classification Model →  Enterprise Systems Management Segment → Service Management Tools

Operations Architecture → IT Asset Inventory

Development and Integration
Technical Reference Model

Application Architecture → Software Architecture

Human Capital / Workforce Management
Business Architecture → Business Functions

Application Architecture → Functional Partitioning

Support Services Domain

Security Management
Technical Reference Model → Technology Classification Model →  Integrated Security Management Segment

Security Architecture

Systems Management
Technical Reference Model → Technology Classification Model →  Enterprise Systems Management Segment

Operations Architecture

Forms
Business Architecture → Business Functions

Application Architecture → Functional Partitioning

Communication
Technical Reference Model → Technology Classification Model →  Technology Infrastructure Segment → Communications Systems

Technical Reference Model → Technology Classification Model →  Application Segment → Channel Management

Technical Reference Model → Technical Architecture Overview

Collaboration
Technical Reference Model → Technology Classification Model →  Application Segment → Workgroup / Collaboration

Technical Reference Model → Technology Classification Model →  Application Segment → E-mail and Messaging

Search
Technical Reference Model → Technology Classification Model →  Application Segment → Knowledge Management

3.4.3 Alignment with the FEA Technical Reference Model (TRM)

“The TRM is a component-driven, technical framework used to identify the standards, specifications, and technologies that support and enable the delivery of service components and capabilities”.
 The FEA TRM classifies and describes technology in a hierarchical framework with four major groupings of technology, 17 sub-groupings of technology, and 49 categories of technology.  NARA’s EA identifies and classifies technology in alignment with the FEA TRM as identified in Table 3.4.3-1 below. Additionally, many of the FEA technology concepts are integrated in the Fundamental Technical Architecture Concepts section and the Technical Architecture Overview section of NARA’s TRM.

Table 3.4.3-1  NARA TRM Alignment with the FEA TRM

FEA TRM Technology Category
Where Addressed in the NARA EA

Service Access and Delivery

Access Channels

Web Browser
Technical Reference Model → Technology Classification Model →  Application Segment → Channel Management 

Technical Reference Model → Technical Architecture Overview

Systems Architecture → Technology Components

Wireless / PDA Device
Technical Reference Model → Technology Classification Model →  Technology Infrastructure Segment → Specialized Devices

Technical Reference Model → Technical Architecture Overview

Systems Architecture → Technology Components

Collaboration / Communication
Technical Reference Model → Technology Classification Model →  Application Segment → Channel Management

Technical Reference Model → Technology Classification Model →  Application Segment → E-mail and Messaging

Other Electronic Channels
Technical Reference Model → Technology Classification Model →  Application Segment → Channel Management

Technical Reference Model → Technical Architecture Overview

Systems Architecture → Technology Components

Delivery Channels

Internet, Intranet
Technical Reference Model → Technical Architecture Overview

Systems Architecture → Technology Components

Extranet
Technical Reference Model → Technical Architecture Overview

Systems Architecture → Technology Components

Peer to Peer
Technical Reference Model → Technical Architecture Overview (Note: the Intranet, Internet, Extranet channels support a peer-to-peer processing model). 

Virtual Private Network
Technical Reference Model → Technology Classification Model →  Technology Infrastructure Segment → Wide Area Network Protocols and Services

Service Requirements

Legislative / Compliance
Security Architecture

Federal Oversight Alignment → Section 508

Authentication / Single sign-On
Technical Reference Model → Technology Classification Model →  Integrated Security Management Segment → Identification and Authentication

Security Architecture

Hosting
Operations Architecture

Service Transport

Network Services
Technical Reference Model → Technology Classification Model →  Technology Infrastructure Segment → (see all communication protocols and services sections)

Transport
Technical Reference Model → Technology Classification Model →  Technology Infrastructure Segment → (see all communication protocols and services sections) 

Service Platform and Infrastructure

Support Platform

Wireless /  Mobile
Technical Reference Model → Technology Classification Model →  Technology Infrastructure Segment → Communications Systems → Wide Area Network Protocols and Services

Platform Independent (J2EE) 
Technical Reference Model → Technology Classification Model →  Middleware Segment → Software Integration Middleware → Application Servers

Platform Dependent (.NET)
Technical Reference Model → Technology Classification Model →  Middleware Segment → Software Integration Middleware → Application Servers

Database / Storage

Database
Technical Reference Model → Technology Classification Model →  Technology Infrastructure Segment → Operating Systems and Resource Managers → Database Management Systems 

Storage Devices
Technical Reference Model → Technology Classification Model →  Technology Infrastructure Segment → Hardware Platforms and Physical Infrastructure → Storage Sub-systems

Delivery Services 

Web, Mobile
Technical Reference Model → Technology Classification Model →  Middleware Segment → Web Services Integration Middleware →  Portal  Application Servers

Application
Technical Reference Model → Technology Classification Model →  Middleware Segment → Software Integration Middleware →  Application Servers

Portal
Technical Reference Model → Technology Classification Model →  Middleware Segment → Web Services Integration Middleware →  Portal  Application Servers

Software Engineering

Integrated Development Environment
Technical Reference Model → Technology Classification Model →  Enterprise Common Services Segment → Software Development and Test

Software Configuration Management
Technical Reference Model → Technology Classification Model →  Enterprise Common Services Segment → Software Development and Test

Testing Management, Modeling
Technical Reference Model → Technology Classification Model →  Enterprise Common Services Segment → Software Development and Test

Hardware / Infrastructure

Servers / Computers
Technical Reference Model → Technology Classification Model →  Technology Infrastructure Segment → (see all sections)

Embedded Technology Devices
Technical Reference Model → Technology Classification Model →  Technology Infrastructure Segment → (see all sections)

Peripherals
Technical Reference Model → Technology Classification Model →  Technology Infrastructure Segment → (see all sections)

WAN, LAN
Technical Reference Model → Technology Classification Model →  Technology Infrastructure Segment → (see all sections)

Network Devices / Standards
Technical Reference Model → Technology Classification Model →  Technology Infrastructure Segment → (see all sections)

Video Conferencing
Technical Reference Model → Technology Classification Model →  Technology Infrastructure Segment → (see all sections)

Component Framework

Security

Certificates / Digital Signature
Technical Reference Model → Technology Classification Model →  Integrated Security Management Segment → Identification and Authentication

Supporting Security Services
Technical Reference Model → Technology Classification Model →  Integrated Security Management Segment → (see all sections)

Data Interchange

Data Exchange
Technical Reference Model → Technology Classification Model →  Middleware Segment → Web Services Integration Middleware →  (see all sections)

Presentation / Interface

Static Display
Technical Reference Model → Technology Classification Model →  Application Segment → Generic Applications → Channel Management

Dynamic Server-Side Display
Technical Reference Model → Technology Classification Model →  Application Segment → Generic Applications → Channel Management

Content Rendering
Technical Reference Model → Technology Classification Model →  Application Segment → Generic Applications → Channel Management

Wireless / Mobile / Voice
Technical Reference Model → Technology Classification Model →  Application Segment → Generic Applications → Channel Management

Business Logic

Platform Independent
Technical Reference Model → Technology Classification Model →  Enterprise Common Services Segment → Software Development and Test

Software Architecture

Platform Dependent
Technical Reference Model → Technology Classification Model →  Enterprise Common Services Segment → Software Development and Test

Software Architecture

Data Management

Database Connectivity
Technical Reference Model → Technology Classification Model →  Middleware Segment → Data Integration and Management Middleware →  Database Connectors

Reporting and Analysis
Technical Reference Model → Technology Classification Model →  Middleware Segment → Data Integration and Management Middleware →  Database Connectors

Service Interface and Integration

Integration 

Middleware
Technical Reference Model → Technology Classification Model →  Middleware Segment 

Database Access
Technical Reference Model → Technology Classification Model →  Middleware Segment → Data Integration and Management Middleware 

Transaction Processing
Technical Reference Model → Technology Classification Model →  Middleware Segment → Software Integration Middleware → Transaction Processing Monitors

Object Request Broker
Technical Reference Model → Technology Classification Model →  Middleware Segment → Software Integration Middleware → Object Request Brokers

Interoperability

Data Format / Classification
Technical Reference Model → Technology Classification Model →  Middleware Segment → Data Integration and Management Middleware

Technical Reference Model → Technology Classification Model →  Middleware Segment → Web Services Integration Middleware

Data Types / Validation
Technical Reference Model → Technology Classification Model →  Middleware Segment → Data Integration and Management Middleware

Technical Reference Model → Technology Classification Model →  Middleware Segment → Web Services Integration Middleware

Data Transformation
Technical Reference Model → Technology Classification Model →  Middleware Segment → Data Integration and Management Middleware

Technical Reference Model → Technology Classification Model →  Middleware Segment → Web Services Integration Middleware

Interface

Service Discovery
Technical Reference Model → Technology Classification Model →  Middleware Segment → Web Services Integration Middleware

Service Description / Interface
Technical Reference Model → Technology Classification Model →  Middleware Segment → Web Services Integration Middleware

3.4.4 Federal E-Government (E-Gov) Guidelines and Initiatives

The President’s E-Government taskforce identifies 24 Presidential priority E-Gov initiatives. These initiatives are part of the broader FEA scope and have been established specifically to promote the development of government solutions that are interoperable and reusable across all Federal agencies. The 24 initiatives are considered transformational in nature and offer the opportunity to simplify and unify processes used by the Federal Government. E-Gov augments the FEA by providing a Strategic Plan and E-Gov Enterprise Architecture Guidance.  The E-Gov architectural guidance contains an initial set of terminology, architectural concepts, standards and technology models for a government-wide architecture that enables a web services business transaction environment.
  NARA must adhere to this guidance to ensure that their standards and architectural models conform to the FEA Architecture such that NARA’s customer-facing information, processes, and services can interoperate with other Federal Government systems.  The E-Gov initiative requirements are summarized and cross-referenced to the NARA EA Framework in Appendix C.3, E-Gov Oversight Guidance.

3.5 Section 508

Section 508 of the Rehabilitation Act of 1973 requires that Federal agencies develop information technology so that Federal employees with disabilities have access to information and data that is comparable to the access and use by Federal employees who do not have disabilities.
  NARA must adhere to this guidance.  The Section 508 requirements are summarized and cross-referenced to the NARA EA Framework in Appendix C.4, Section 508 Guidance.

4 Business Architecture

4.1 Overview

The objective of the Business Architecture (BA) is to define the business needs and requirements of NARA’s business operations for which information technology (IT) support is required
. The BA outlines how NARA’s business is organized, identifies the locations of NARA business activities, and describes NARA’s major business functions. 

The Business Architecture is documented within the context of the NARA Business Architecture Framework as depicted in Figure 4.1-1 and described in Table 4.1-1 below. 

Figure 4.1-1 Business Architecture Framework
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Table 4.1-1 NARA Business Architecture Framework Description

Framework Element
Description

Business Organizations
The organizational units of NARA and the functions they perform. 

Business Locations
The locations at which NARA’s business organizations conduct their business.

Business Functions
Descriptions of the major business functions performed by NARA. 

Business Function Traceability
Cross references of NARA business functions to strategic IT initiatives, business functions to geographical locations, and IT applications to organizations. 

4.2 Business Organizations and Locations 

Figure 4.2-1 below illustrates NARA’s current organizational structure.  It presents a high-level view of how NARA is organized to perform its business functions and activities to help the reader understand NARA’s Enterprise Architecture (EA).  It also is intended to provide a better understanding of references to NARA organizations made in later sections. 

Figure 4.2-1 Current NARA Organization
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For public citizens, Federal officials, the Office of the President, and the Courts, NARA ensures continual, ready access to essential evidence that documents the rights of American citizens, the actions of Federal officials, and the national experience.  It establishes policies and procedures for managing U.S. Government records and assists Federal agencies in documenting their activities, administering records management programs, scheduling records, and retiring noncurrent records.  NARA accessions, arranges, describes, preserves, and provides access to the essential documentation of the three branches of the U.S. Government; manages the Presidential Libraries system; and publishes the laws, regulations, and presidential and other public documents.  It also assists the Information Security Oversight Office, which manages Federal Government classification and declassification policies, and the National Historical Publications and Records Commission, which issues grants nationwide to help nonprofit organizations identify, preserve, and provide access to materials documenting American history.        

NARA is the successor agency to the National Archives Establishment, created in 1934 and subsequently incorporated into the General Services Administration as the National Archives and Records Service in 1949.  NARA was established as an independent agency in the Executive Branch of the U.S. Government by an act of Congress on October 19, 1984 (44 U.S.C. 2101 et seq.), effective April 1, 1985.

The Archivist of the United States (N), and Deputy Archivist/Chief of Staff (ND) plan, develop, and administer all NARA programs and functions in accordance with the National Archives and Records Administration Act of 1984 (44 U.S.C.).  The Archivist and Deputy Archivist have offices at the National Archives II in College Park, Maryland, and the National Archives Building in Washington, DC.

The Policy and Communications Staff (NPOL) formulates, analyzes, and reviews NARA policies and procedures.  NPOL also plans, directs, and coordinates a comprehensive communications program for NARA, in addition to providing staff support to the Archivist and the Deputy Archivist.  NPOL is located at the National Archives II in College Park, Maryland.

The Congressional and Public Affairs Staff (NCON) directs and coordinates the legislative and Congressional relations activities of NARA.  NCON also coordinates NARA contacts with the media.  NCON is located at the National Archives II in College Park, Maryland.

The General Counsel (NGC) provides legal counsel and advice to, and serves as attorney for, NARA and all NARA officials in all NARA legal and related matters.  NGC is located at the National Archives II in College Park, Maryland.

The Equal Employment Opportunity and Diversity Programs office (NEEO) manages the Federal Equal Employment Opportunities program instituted under the Equal Employment Opportunities Act of 1972 (Public Law 92-261), which is designed to ensure fair treatment to all segments of society without regard to race, religion, color, national origin, or sex.  NEEO is located at the National Archives II in College Park, Maryland.

The Office of the Inspector General (OIG) carries out audits, investigations, inspections; provides management assistance; and writes reports related to administration of NARA's programs and operations as necessary or desirable, in the judgment of the Inspector General, or required by law.  OIG is located at the National Archives II in College Park, Maryland.

The Information Security Oversight Office (ISOO) is responsible to the President for policy oversight of the Federal Government-wide security classification system and the National Industrial Security Program.  ISOO receives its policy and program guidance from the National Security Council.  ISOO is located at the National Archives Building in Washington, DC.

The National Historical Publications and Records Commission (NHPRC), through its grant program, training programs, research services, and special projects, offers advice and assistance to individuals and nonfederal agencies and institutions committed to the preservation and use of America's documentary resources.  The NHPRC is located at the National Archives Building in Washington, DC.

The Office of Records Services - Washington, DC (NW) operates facilities open to the public for archival research in addition to storing and providing services for records that belong to Federal Government agencies.  NW units are located in the National Archives II in College Park, Maryland; the National Archives Building in Washington, DC; and the Washington National Records Center in Suitland, Maryland.

The Office of Regional Records Services (NR) operates facilities open to the public for archival research, in addition to storing and providing services for records that belong to Federal Government agencies.  NR facilities are located in 16 states across the nation, with the central office located in College Park, Maryland.

The Office of Presidential Libraries (NL) administers a nationwide network of libraries.  The Presidential Library system is made up of ten Presidential Libraries and three other presidential units.  Each Presidential Library contains a museum and provides an active series of public programs.  NL’s central office is located in College Park, Maryland.

The Office of the Federal Register (NF) informs citizens of their rights and obligations by providing ready access to the official text of Federal laws, presidential documents, administrative regulations and notices, and descriptions of Federal organizations, programs, and activities.  NF is also responsible for coordinating the functions of the Electoral College and for administering the constitutional amendment process.  NF is located in Washington, DC.

The Office of Administrative Services (NA) manages the development and execution of all financial planning and management.  NA manages the NARA nationwide procurement program and the NARA physical security program.  NA has offices at the National Archives II in College Park, Maryland, and the National Archives Building in Washington, DC.

The Office of Human Resources and Information Services (NH) plans, directs, and administers NARA information management programs, systems, and services.  In addition, NH administers the NARA human resources program.  NH has offices at the National Archives II in College Park, Maryland, the National Archives Building in Washington, DC, and the National Personnel Records Center in St. Louis, Missouri.

Table 4.2-1 below provides a list of NARA’s current locations.

Table 4.2-1  NARA Locations 

State
Building
Functions

Alaska

 
Anchorage (Alaska Pacific Region) 
Archival Research, Microfilm Research,
Records Center Research

Arkansas

 
William J. Clinton Presidential
 Materials Project
 

California

 
Laguna Niguel (Pacific Region)
Archival Research, Microfilm Research,
Records Center Research

 
San Francisco
Archival Research, Microfilm Research,
Records Center Research

 
Simi Valley 
Ronald Reagan Library

Colorado

 
Denver (Rocky Mountains Region)
Archival Research, Microfilm Research,
Records Center Research

District of Columbia 

 
National Archives I
Headquarters

 
The Federal Register
Research for Federal Register documents

 
Habs/Haer (Division)
Affiliated Archive with Archival Research Room

 
Library of Congress (Prints &
Photograph Division)
Affiliated Archive with Archival Research Room

Georgia

 
Atlanta (Southeastern Region)
Archival Research, Microfilm Research,
Records Center Research

 
Atlanta (Southeastern Region)
Jimmy Carter Library & Museum

Illinois

 
Chicago (Great Lakes Region)
(Archival Research, Microfilm Research,
Records Center Research)

Iowa

 
West Branch
Herbert Hoover Library

Kansas

 
Abilene
Dwight D. Eisenhower Library

Maryland

 
Annapolis, William W. Jeffries
 Memorial Archives, 
Affiliated Archive with Archival Research 

 
College Park,  National Archives
Archival Research, Microfilm Research, Nixon Presidential Materials Project

 
Suitland, Washington National
Records Center)
Records Center Research

Massachusetts

 
Boston
John Fitzgerald Kennedy Library

 
Pittsfield (Northeast Region)
Microfilm Research,
Records Center Research

 
Waltham (Northeast Region)
Archival Research, Microfilm Research,
Records Center Research

Michigan

 
Ann Arbor
Gerald R. Ford Library

 
Grand Rapids
Gerald R. Ford Museum

Missouri

 
Independence
Harry S. Truman Library

 
Kansas City (Central Plains Region)
Archival Research, Microfilm Research,
Records Center Research 


Lee’s Summit (Central Plain Region)
Records Center Research 

St. Louis


National Records Center


New Mexico


Sante Fe State Records Center
Affiliated Archive w/ Archival Research Room

New York


Hyde Park
Franklin D. Roosevelt Library


New York City (Northeast Region)
Archival Research, Microfilm Research,



West Point Military Academy
Affiliated Archive w/ Archival Research Room

Ohio


Dayton (Great Lakes Region)
Records Center Research 

Oklahoma


Oklahoma City- Oklahoma  Historical Society
Affiliated Archive w/ Archival Research Room

Pennsylvania


Harrisburgh, Pennsylvania State Archives
Affiliated Archive w/ Archival Research Room


Philadelphia- Center City (Mid Atlantic Region)
Archival Research, Microfilm Research,



Philadelphia- Northeast (Mid Atlantic Region)
Records Center Research 

Texas


Austin
Lyndon Baines Johnson Library


College Station
George Bush Library


Fort Worth (Southwest Region)
Archival Research, Microfilm Research,
Records Center Research

Washington


Seattle (Pacific Alaska Region)
Archival Research, Microfilm Research,
Records Center Research

Wyoming


Yellowstone National Park 
Affiliated Archive w/ Archival Research Room

4.3 Business Functions

Business functions (also referred to as lines of business) are mission-related and support activities performed within the Agency that are important in fulfilling its mission.  Each function involves the enabling of a set of actions that are performed to produce results that support the achievement of a business goal and/or objective.  This discussion is limited to “what” business NARA performs, not “how” it does it. 

The 19 major business functions (some mission-related and some support-related) currently performed within NARA are listed below.  Detailed descriptions of these mission-critical functions are provided in subsequent sections below.

· Records Services

· Federal Agency and Presidential Records Management 

· Appraisal

· Implementation of  Disposition

· Acquisition of  Donated Historical Materials

· Holdings Storage

· Accession

· Process

· Preservation

· Access

· Public Programs

· Administration

· Agency Management

· Facilities Management

· Financial Management

· Grants

· Human Resources

· Information Management

· Official Document Publication

· Procurement

4.3.1 Federal Agency & Presidential Records Management Function

Description

Records management involves planning, controlling, directing, organizing, training, promoting, and other managerial activities associated with records creation, records maintenance and use, and records disposition to achieve adequate and proper documentation of the policies and transactions of the Federal Government and effective and economical management of agency operations (36 CFR, Part 1220.14, “General Definitions”).

Activities

The following activities are performed as part of the Federal Agency and Presidential Records Management function:

· Establish and promulgate Federal Records Management Policy.  Activities to establish regulations, standards, procedures, and guidance related to records creation, management, and disposition in all media.  

· Assist Federal agencies in scheduling their records.  The process of developing a document that provides mandatory instructions for what to do with records no longer needed for current Government business.

· Assist Federal agencies and the President in implementing records dispositions.  Actions taken regarding records no longer needed for current Government business.  These actions include transferring records to agency storage facilities, Federal records centers, or records centers owned and operated by private companies, transferring records from one Federal agency to another, transferring permanent records to the National Archives, and disposal of temporary records.

· Participate in Federal agency records evaluations.  Inspections or surveys of records and records management programs and practices within and between Federal agencies to evaluate compliance with 44 USC, Chapters 31 and 33, as well as 36 CFR, Subchapter B.  

· Assist in appraising records.  Work with agency records officers to encourage agencies to identify, manage, and schedule records of permanent value appropriately.  Also includes serving on the NARA appraisal team to identify and recommend records of permanent value to NARA and assisting with the records transfer process as necessary to support agency records officers.

· Assist in interpreting record freezes.  Identification of records held under a “freeze status” and assistance to Federal records centers and agency records officers in holding such records until the freeze is lifted and disposition can once more be considered.  Also includes routine monitoring of freeze status changes.

· Assist in crosswalk disposition authorities in NARS-5.  Activities to ensure all disposition authorities are tracked, followed, and enforced in a uniform, consistent manner.

· Train Federal records managers and support staff through conferences, workshops, and courses.  Planning, developing, scheduling, facilitating, and offering workshops nationwide to the public, agencies, fellow professional archivists, records officers, records managers, and others concerning issues related to archives and records management.

· Act in an advisory role in management and custody of presidential records.  Advice to the Office of the President about disposal of records that no longer appear to have value.

· Assist in implementing presidential records disposition.  

4.3.2 Appraisal Function

Description

Appraisal is the process by which NARA determines the value and thus the final disposition of Federal records, making them either temporary or permanent (from 36 CFR 1220.14, “General Definitions”).  The Archivist may advise the President on the value of presidential records proposed for disposal.   

Activities

The following activities are performed as part of the appraisal function.

· Appraise records.  The process of determining the value and thus the final disposition of records, making them either temporary or permanent.

· Reappraise archival materials.  The process of reevaluating a portion of the archival materials of NARA to determine if the materials should be retained or deaccessioned.

· Appraise presidential records proposed for disposal.  The President may request the written advice of the Archivist concerning disposal of specific presidential records that are no longer considered valuable to the Congress or the public (44 USC 2203). 

4.3.3 Implementation of Disposition Function

Description

Disposition means those actions taken regarding records no longer needed to conduct the regular current business of the Federal agency (36 CFR, Part 1220.14, “General Definitions”) or for presidential records those that no longer have administrative, historical, informational, or evidentiary value (44 USC 2203).

Activities

The following activities are performed within NARA as part of the implementation of disposition function.

· Receive documentary materials
 that have been transferred from a location to NARA (into records centers and into archival custody).  The action or process of physically moving documentary materials from one location to another.  For example, material moved from office space to a Federal records center or from office or storage space to the National Archives for preservation.

· Destroy temporary records.  Through record center operations, NARA provides the service of destroying temporary records that NARA records centers store for Federal agencies.  Methods of destroying records include selling or salvaging the record medium and burning, pulping, shredding, macerating, or discarding with other waste materials.  Notice of disposal must be published in the Federal Register at least 60 days in advance of the proposed disposal date (44 USC 2203). 

· Destroy presidential records.  The Archivist may request disposal of presidential records determined to have insufficient administrative, historical, informational, or evidentiary value to warrant continued preservation.  Notice of disposal must be published in the Federal Register at least 60 days in advance of the proposed disposal date (44 USC 2203). 

4.3.4 Acquisition of Donated Historical Materials Function

Description

The Acquisition of Donated Historical Materials function is the process of transferring of historical materials that are not Federal records to NARA.  This function includes both solicited and unsolicited donations, as well as a deed of gift or other transfer agreement that transfers legal and physical custody to NARA or a deposit agreement that only transfers physical custody.

Activities

The following activities are performed as part of the Acquisition of Donated Historical Materials function.

· Establish Presidential Libraries’ priorities for solicitation of documentary materials.  Includes activities that create a document identifying the kinds of historical materials a Presidential Library will accept.  The document identifies that holdings will include materials that have a subject matter or physical relationship to the President, his public or private life, his family, and/or his associates.  

· Identify potential donors.  Activities to identify and contact prospective contributors based on the priorities established in the solicitation document. 

· Solicit donations.  Activities (including writing letters and visiting potential donors) to request the donation of documentary materials. 

· Receive unsolicited donations.  Activities related to receiving donations of documentary materials that have been voluntarily sent to NARA rather than requested.  Unsolicited donations are evaluated in terms of their suitability and relationship to other holdings in the archives.   
· Receive solicited donations.  Activities related to receiving donations of documentary materials that have been requested by NARA.
· Negotiate deeds of gift, deposit agreement or agreement pertaining to an oral history interview.  Discussion and negotiation of the terms and conditions to which a donor agrees to transfer the documentary materials to the appropriate NARA unit.  A deed of gift transfers legal title to NARA, but a deposit agreement does not.

· Provide courtesy storage.  Courtesy storage is provided for donated materials, members of Congress, and presidential records not yet in the legal custody of NARA.  While on courtesy storage, materials are not processed, and reference services are provided only to the individual or individuals that retain the legal custody.  

4.3.5 Holdings Storage Function

Description

Holdings Storage is the process of moving, storing, and maintaining permanent and temporary holdings and donated materials in records storage facilities, whether that facility is operated and maintained by NARA, another Federal agency, or by a private commercial firm.  At NARA, Federal holdings, presidential records, and donated historical materials are stored in 15 regional records centers, two national records centers, 13 regional archives, 11 Presidential Collections, Archives 1, and Archives 2.

Activities

The following activity is performed as part of the Holdings Storage function.

· Store holdings (in records centers and archival custody).  Activities related to moving holdings into and out of records centers or archival storage and tracking their physical locations (e.g., shelf or bin). 

4.3.6 Accession Function

Description

Accession is the transfer of legal and physical custody of archival materials to NARA. 

Activities

The following activity is performed within NARA as part of the Accession function:

· Accession archival materials.  Transfer of legal and physical custody of archival materials from a creator (e.g., Federal agency, President, donor) to the National Archives.  However, if the transferred materials are in the possession of affiliated archives, the legal custody transfers from the creator to NARA and the affiliated archives have physical custody.   For legislative records of the House and Senate and the records of the U.S. Supreme Court, NARA takes only physical custody, while legal custody remains with the creator. 
4.3.7 Process Function

Description

The Process function includes the arrangement, processing, description, and declassification activities performed on all archival materials.

Activities

The following activities are performed as part of the Process function.

· Arrange archival materials.  Activities that encompass the intellectual and physical processes and results of organizing materials in accordance with accepted archival principles, particularly provenance and original order, at levels such as collection, record group, series, file unit, and item.  The goal of arrangement is to preserve the integrity and identity of a body of archival materials acquired from a given source.

· Describe archival materials.  The process of preparing finding aids, i.e., tools to establish physical and/or intellectual control over archival materials.  

· Manage restriction identification and review of holdings.  These activities implement the identification, declassification, review, and application or removal of restrictions on holdings.  These include:

· providing guidance to agencies through NARA regulations,

· providing technical support and assistance,

· reviewing national security-classified Federal and presidential records and materials in NARA’s custody to determine whether information may be declassified,

· implementing systematic review guidelines,

· planning and coordinating agency reviews of selected security-classified records,

· reviewing archival materials for Freedom of Information Act exemptions, Paperwork Reduction Act restrictions, and donor’s deed of gift restrictions, 

· implementing Information Security Oversight Office directives,

· implementing 1600-3 “Records of Concern” screening guidance,

· preparing withdrawal sheets and item databases, and

· identifying and withdrawing personal and/or political material improperly filed with presidential records.

4.3.8 Preservation Function

Description

Preservation is the process of preserving archival materials for the future, including providing adequate facilities to protect, care for, or maintain materials and taking specific measures, individual and collective, to maintain, repair, restore, or protect materials.

Activities

The following activities are performed as part of the Preservation function.

· Perform preservation planning.  The process of preserving archival materials for the future.  The scope of planning includes providing adequate facilities to protect, care for, or maintain materials and taking specific measures, individual and collective, to maintain, repair, restore, or protect materials.

· Conduct preservation program.  Includes the following:
· writing specifications for and provide quality assurance;

· testing resources that are used both to prolong the useful life of archival materials and in proximity to archival materials;

· evaluating specific preservation approaches;

· monitoring the environmental conditions of archival facilities;

· administering integrated pest management programs;

· operating the Charters of Freedom monitoring system; and

· establishing preservation standards for preservation services and products.

· Provide conservation and preservation services.  Includes the following:
· inspecting archival materials to determine the state of the preservation;

· identifying archival materials that require specialized holdings maintenance, stabilization, treatment, or reformatting;

· determining the appropriate level and type of specialized holdings maintenance, stabilization, treatment, or reformatting;

· carrying out appropriate measures on site or in other NARA facilities or by contract;

· providing technical advice and consulting services;

· providing technical advice, preservation services, and other assistance regarding the exhibition of items;

· providing duplication, reproduction, reformatting, and imaging services;

· maintaining off-site storage facilities for microforms and other film-based materials;

· inspecting microform facilities and contents;

· maintaining duplicate copies of NARA microfilm and microfiche publications; and

· providing technical advice and consultant services on duplication, reformatting, reproduction, imaging, and specialized storage requirements.

4.3.9 Access Function

Description

Access involves the availability of or the permission to examine holdings.

Activities

The following activities are performed as part of the Access function.

· Register onsite researchers.  Documenting identifying information about individuals who want to examine holdings. 

· Operate public research rooms.  Activities for managing an area where holdings are consulted by users under the supervision of and with the assistance of NARA personnel.  

· Answer reference questions received on site and by telephone, U.S. mail, and e-mail.  Responding to questions about NARA’s holdings received from users through various methods of transmission. 

· Provide information about holdings and the holdings themselves.  Activities involved in making information about the holdings accessible (through tools such as finding aids), as well as examining the holdings themselves.  

· Retrieve records.  The process of locating and retrieving holdings from storage.

· Reproduce records.  Activities involved in making copies of holdings in content, but not necessarily format (e.g., scanning textual materials on paper copied to microfilm or photocopied to paper).

· Send requested records back to agency.  Activities to provide the ability for creators such as Federal Government units or former Presidents to submit requests for holdings stored by NARA and the process of sending holdings or copies of the holdings (e.g., from NL) back to the requester.

· Provide authenticated and certified copies of holdings.  Verifying that a reproduction of a holding is what it purports to be and the formal, written assertion of that fact.

· Enforce restrictions on appropriate holdings.  The process of limiting access to and/or use of holdings containing information of a specific kind or in a particular form as specified by the Freedom of Information Act, Presidential Records Act exemptions, congressional resolutions, and donors’ deeds of gift.  The restrictions may limit use of a holding for a time to particular persons or classes of persons or may exclude all potential users.  Restrictions may be imposed by law, by NARA as custodian of the records, by officials of the creating organizations, or by donors.  NARA enforces the restrictions.

· Loan holdings.  Activities related to the loan of NARA holdings to Federal organizations for official business reasons or to nonfederal institutions for exhibitions.  Includes the following:

· process initial loan inquiry (review request, determine suitability of  records or artifacts for loan, determine whether copies are required or originals were requested, and respond to the inquiry);

· approve or deny the request for loan;

· prepare the holdings for loan (treat documents for conservation if needed or prepare copies for loan if indicated);

· transport loaned holdings (pack, make transportation arrangements, inform borrower of transportation arrangements and conditions, ship to borrower);

· track loans (process requests for extensions to loans, resolve overdue loans, take special action to obtain return if needed); and

· process returned loans (check on the condition of returned holdings, repair damaged holdings if needed).

· Manage access issues.  Access to presidential records may be restricted for various reasons as noted in 44 USC 2204.  Exemptions to restricted access may include access to the presidential records by the Archivist, NARA employees, the Courts, an incumbent President, Congress, or a former President whose records are involved (44 USC 2205).

4.3.10 Public Programs Function

Description

Public programs include providing information about NARA and its holdings to the public and education of the public concerning the value, availability, and usefulness of NARA’s holdings and programs.

Activities

The following activities are performed as part of the Public Programs function.

· Hold events.  The lifecycle of events, including planning, scheduling, promoting, and conducting events publicizing NARA educational and cultural services to individuals and organizations.  Examples of events include public lectures, scholarly conferences and symposia, open houses, film festivals, and presentations at historical, archival, and genealogical organizations.

· Educate the Public.  Activities related to planning, developing, promoting, executing, and evaluating educational programs such as K through 12 school programs, educational programs for adults, Modern Archives Institute activities, and regional workshops, conferences, training courses, and institutes.

· Exhibit holdings.  Activities involved in exhibiting NARA holdings.  The exhibition lifecycle involves:

· identifying and acquiring funding for the exhibit;

· planning the exhibit (beginning research and reviewing preliminary selection);

· designing the exhibition (includes subactivities such as beginning the design, finalizing selections, continuing research, writing a script, writing the associated materials, designing the layout, and preparing the items for exhibition);

· constructing, installing, opening, closing, and dismantling the exhibit; and 

· initiating travel of the exhibit (when applicable).

4.3.11 Administration Function

Description

This category includes all standard administrative functions and activities performed by NARA units.

Activities

The following activities are performed as part of the Administration function.

· Manage NARA records.  Activities focused on records management by NARA as the creating agency rather than as the custodian of other creators’ records.  Includes the establishment of NARA internal records management policy, recordkeeping requirements, record creation processes, inventorying, scheduling, maintenance, storage of records in record centers, transfer to archival custody, and destruction as needed.

· Publish internal documents.  Activities surrounding the development and dissemination of internal documents that are not part of the Official Document Publication functional area or finding aids.  Includes the full lifecycle of this type of document (planning, writing, editing, reviewing, printing, and distribution).  Examples include internal directives, staff information papers, and NARA office, staff, and field manuals.

· Train staff.  Activities to train NARA personnel, regardless of subject content, including lifecycle activities such as determining training objectives, identifying the audience, planning course content, developing courseware, identifying and training instructors, scheduling classes, enrolling students, teaching, and evaluating results.  This activity includes all modes of training (e.g., formal classroom, computer-based, correspondence).

· Support staff travel.  Assistance to NARA employees traveling on official business (e.g., making reservations, providing travel documents, and reimbursing employees for travel expenses).

· Operate libraries at the National Archives Building and at the National Archives at College Park.  Activities involved in managing internal library facilities and operations (not research rooms), including:

· creating collections (selecting books and documents, ordering library materials, and receiving ordered, gift, and exchange materials);

· organizing collections (cataloging, filing, and preparation for circulation of materials);

· maintaining collections (shelving of materials, periodical check-in and routing, binding as needed, disposition of routinely superseded library materials, conducting preservation surveys, inventorying book collections); and

· managing access to the collections (responding to written, electronic, and oral requests, creating library pages for the web site, circulating materials, and maintaining reference statistics). 

4.3.12 Agency Management Function

Description

These are agency-level functions and activities that provide value to NARA as a whole or are extraordinary in nature while being specifically mandated to the Archivist by law.

Activities

The following activities are performed as part of the Agency Management function.

· Prevent fraud and abuse.  Activities performed by the Office of the Inspector General to assure that NARA business is conducted legally and properly.  These include inspecting and auditing accounts and operations; conducting audit reviews; advising NARA managers about preventing fraud and abuse; reporting on NARA compliance with regulations; investigating complaints from staff and customers of possible violations, crime, and/or unsafe conditions; and educating NARA staff about preventing fraud and abuse.

· Execute extraordinary mandates.  The Archivist is charged with several specific responsibilities related to certification and documentation of constitutional processes.  Whenever there is a new constitutional amendment, the Archivist records and publishes the amendment (1 USC 106b).  Every four years, the Archivist must certify Electoral College results (3 USC Chapter 1).
· Oversee Security Classification Programs in U.S. Government and Industry.  Activities conducted by the Information Security Oversight Office, which oversees security classification programs in both the Federal Government and industry and reports to the President annually on their status.  Activities include:

· direct the oversight of declassification programs within agencies through on-site program reviews to improve the quality and output of these programs,

· conduct reviews of classification programs and special access programs within agencies,

· strengthen data collections and analysis,

· work with NARA on a database of information that has been declassified, and

· support the Interagency Security Classification Appeals Panel and the Information Security Policy Advisory Council. 

· Inform public about agency.  Support for the public information requirements of NARA, including issuing news releases; developing relationships with media contacts; arranging media events; planning and writing speeches for NARA officials; developing articles for periodicals; publicizing NARA events, services, and public offerings; and maintaining agency information such as biographies and press clippings.

· Coordinate with governmental organizations.  Liaison activities with other Federal offices and branches to develop and maintain good governmental relationships.  An example of this kind of coordination would be interaction with the Office of Management and Budget and Congressional appropriations subcommittees and staffs.

· Manage legal affairs.  Legal management activities include:

· providing legal assistance to NARA officials (e.g., regarding personnel actions, financial disclosure, Freedom of Information Act inquiries, litigation, and interpretation of statutes);

· handling claims and protests from bidders, contract disputes, tort claims, and employee claims;

· executing court orders such as garnishments;

· establishing access policy for records; 

· responding to records access inquiries and requests; and 

· tracking appeals related to records access.

· Develop philanthropic sources.  Activities include identifying potential nonfederal donors of gifts and donations to NARA, developing and maintaining relationships with these donors, and negotiating the transfer of gifts and donations.

· Measure performance.  Develop indicators for measuring the performance of NARA programs and initiatives, especially in terms of outcomes.  Collect measurement data from across the Agency.  Develop and maintain a performance measurement system to capture the measurement data and report the results to various external governmental bodies as well as internally for use in NARA performance management activities. 

· Develop plans and policies.  Activities such as needs identification; development, review, coordination, dissemination, updating, and tracking of strategic and other plans; establishing policies; and issuing directives including data standards and processes.

· Improve customer service.  Activities to establish customer service values and standards, assess customer service performance, disseminate information about service standards, assist in resolving customer service problems, and assure that customer satisfaction suggestions and complaints are dealt with properly.

4.3.13 Facilities Management Function

Description

These are functions and activities that support the daily physical functioning of NARA facilities and the well being and security of staff.

Activities

The following activities are performed as part of the Facilities Management function:

· Establish facility architectural and operational standards.  Determination, establishment, and publication of appropriate standards for storing and managing Federal records.

· Plan facilities.  Activities supporting planning responsibilities for both NARA facilities and leased and private facilities in which Federal records are stored.  Activities involve:

· forecasting and planning physical space needs and facility requirements for records storage and processing and housing for staff and researchers;

· making recommendations on the design, construction, purchase, and leases of buildings for records storage; and

· approving expenditures for improvements and alterations.

· Accept facilities for Presidential Libraries.  The Archivist may accept a facility offered as a gift to the United States for the purpose of creating a Presidential Archival Depository.  Activities include ensuring the facility meets NARA standards and preparing a report to Congress.

· Operate facilities.  Facility operation involves a range of processes and activities to support NARA staff, including:

· managing NARA buildings (maintenance of heating, ventilation, and air conditioning; cleaning; mechanical operations; fire safety; grounds; pest control; plumbing; uninterruptible power supply; and utilities-related activities);

· inspecting facilities for compliance with regulations;

· coordinating facility construction and renovation;

· scheduling and configuring facility space for events, tours, and video conferences;

· conducting tours;

· managing property and equipment (e.g., receiving, transfers, furniture and moving, audiovisual equipment);

· providing local transportation services;

· distributing forms (e.g., NARA, General Services Administration, phone book, stationary supplies);

· providing printing services;

· managing the mailroom;

· administering childcare services;

· managing the fitness center;

· managing food and sundry services such as the cafeteria, convenience shop, snack bar, and ATMs;

· administering parking; and

· administering facility service contracts.

· Provide security for facilities and staff.  Activities to develop, oversee, and educate staff on physical security procedures and guidelines including:

· determining position sensitivity;

· overseeing personnel backgrounds;

· issuing clearances;

· providing security for materials on loan, exhibit, or in transit;

· developing emergency operating plans;

· providing and maintaining security systems;

· inspecting facilities for compliance with safety standards and regulations;

· coordinating with other governmental public safety organizations; and

· providing consultation on security issues. 

· Inspect and certify third party records storage facilities for compliance with Federal standards.   Activities involved in making sure that non-NARA Federal records storage facilities are in compliance with Federal standards.

4.3.14 Financial Management Function

Description

Functions and activities associated with analyzing and planning the financial needs of NARA, preparation and execution of budgets, control of NARA funds, and accounting operations. 

Activities

The following activities are performed as part of the Financial Management function.

· Formulate budgets.  Activities related to providing input to budgets, developing budgetary policy, reviewing operating budgets, and preparing budgetary estimates.

· Execute budgets.  Activities related to managing and tracking actual expenditures to ensure compliance with approved budgeted amounts.

· Develop contingency financing plans.  Identification of alternative funding approaches in the event funding is cut or not approved by Congress.

· Control appropriations and funds.  Activities to ensure appropriations and funds are managed properly via implementation of funds controls and procedures such as cash management practices and procedures, accounting report analysis and evaluation, fund resource requirements reviews, audits and review coordination, financial report preparation, and financial systems and procedures evaluation.

· Provide accounting services.  Activities to process accounts payable and receivable and manage financial tracking systems.

4.3.15 Grants Function

Description

Based on the recommendations of the National Historical Publications and Records Commission, NARA funds independent projects focused on collecting, describing, preserving, compiling, and publishing documentary sources significant to the history of the United States.  These sources may include, among others, nonfederal, state, local, tribal government records, manuscripts, personal and family papers, and collections of visual materials.  Grants typically go to state and local archives, colleges and universities, libraries and historical societies, and other nonprofit organizations.  An education program also is underway to improve the archival management and historical documentary editing skills of recipients. 

Activities

The following activities are performed as part of the Grants function.

· Provide information about the grant program.  Involves publicizing the availability of grants to encourage applications for fundable projects.

· Process  grant proposals.  Activities related to receipt and processing of applications for grants.  These include communicating Commission policies and practices to assist applicants, grantees, government officials, and interested members of the public and conducting and disseminating research on common sources, topics, grant products, and results to ensure the most cost-effective use of grant resources.

· Evaluate and select grant proposals to be funded.  Activities to execute the process that weighs the relative merits and feasibility of grant applications and to select or reject them for funding by the Commission (includes reviews by state boards and/or peers, Commission staff, and Commission members). 

· Make grants.  Includes preparation of grant instruments, communication of the legal terms of the grants, and disbursement of funding to selected projects. 

· Administer grants.  Monitoring of the status of funded projects and assurance that funding is being spent as stipulated by Commission. 

· Conduct educational programs.  Training of archivists and historians on topics related to archiving, records management, and documentary editing. 

4.3.16 Human Resources Function

Description

Functions and activities associated with recruiting, hiring, developing, compensating, and managing NARA staff.

Activities

The following activities are performed as part of the Human Resources function.

· Manage staff.  Activities such as policy and procedure development, position definition and classification, recruiting, hiring, disciplinary action, work schedules administration, and personnel records maintenance.

· Coordinate volunteer services.  Volunteers assist NARA staff in a variety or roles such as staff aides, docents, and information specialists involved in special projects, reference services, tours, programs, and workshops.  Related activities include promotion of the volunteer program and volunteer recruiting, training, scheduling, and supervision.  

· Provide employee benefits.  Planning and administration of programs for compensating NARA staff members (payroll, retirement, insurance, and awards). 

· Negotiate labor agreements.  Representation of NARA in labor regulation compliance proceedings and negotiation of labor agreements.  

· Develop staff.  Planning, directing, and coordinating staff development activities such as individual performance and training assessments, internship reviews, and certification opportunities.

4.3.17 Information Management Function

Description

Functions and activities for managing NARA information as a resource through application of appropriate resource lifecycle techniques for information planning, acquisition, maintenance, preservation and/or migration, usage, and disposition. 

Activities

The following activities are performed as part of the Information Management function.

· Manage information resources.  Activities to assure that information is viewed and managed across NARA as a valuable resource.  Examples include ensuring compliance with the Information Technology Management Reform Act and Paperwork Reduction Act; establishing IT policies, programs, systems and services; reviewing technology investments; and providing technical support to users.

· Establish data/process/technology architectures.  Includes planning activities for information and technology infrastructures such as establishment of agency-wide data, process, and technology architectures, standards, and policies.

· Secure information.  Activities to protect data, software, and telecommunications from inadvertent or intentional damage, disruption, or theft. 

· Manage technology infrastructure.  Activities to develop, maintain, and operate the NARA technology infrastructure (hardware platforms, software products, communications services, and Internet/intranet products and services) and to coordinate with other Federal agencies on IT matters.

· Develop IT applications.  Includes planning, scoping, analyzing requirements, designing, building/procuring, testing, implementing, accepting, installing, and maintaining computerized business applications to support NARA needs.

· Preserve and migrate information.  Activities required to preserve information in essential NARA IT electronic formats for adaptive and future use in new formats, hardware, and software (as judged desirable by NARA staff).

4.3.18 Official Document Publication Function

Description

These functions and activities support NARA’s statutory responsibility to inform citizens of their rights and obligations by making available the official text of Federal laws, presidential documents, administrative regulations and notices, and descriptions of Federal organizations, programs, and activities. 

Activities

The following activities are performed as part of the Official Document Publication function.

· Create documents.  Involves the lifecycle activities of accepting materials for publication and scheduling, editing, formatting, assembling, and transmitting documents to a printer or Web site.  Examples of such documents include the Federal Register, Slip laws, United States Government Manual, U.S. Statutes at Large, and the U.S. Code of Federal Regulations (CFR).

· Maintain publication finding aids.  Includes logging, annotating, indexing, and describing public documents in finding aids such as the Federal Register, Public Inspection List, and Cumulative Index.

· Assist public in accessing documents.  Activities such as assisting agencies in regulation drafting, conducting educational programs on use of the Federal Register, and answering public inquiries.

4.3.19 Procurement Function

Description

This involves procurement of goods and services for NARA. 

Activities

The following activities are performed as part of the Procurement function.

· Assure compliance with Federal Acquisition Regulations.  Activities related to reviewing  acquisitions for compliance.

· Provide technical support to NARA organizations on outsourcing.  Involves consulting with NARA units concerning planning, contracting, and managing outsource arrangements.

· Manage contracts.  Activities such as preparing and awarding contracts; soliciting bids and proposals; negotiating terms; purchasing services, equipment, and supplies; monitoring contractor performance; assigning Contracting Officer Representatives, and maintaining external contacts with vendors, experts, and organizations regarding products, techniques, and market conditions.

4.4 Business Function Traceability

Table 4.4-1 below maps business functions to IT initiatives. Table 4.4-2 below maps business functions to business organizations.  

Table 4.4-1  Matrix Mapping NARA Business Functions to IT Initiatives

NARA Functions


NARA IRM Initiatives


ERA Initiative
Customer Service Initiative
Record Center Reimbursable Initiative
Records Management Lifecycle Initiative
Support and Infrastructure Initiatives

Administration
X
X


X

Agency Management

X


X

Facilities Management




X

Financial Management

X
X
X
X

Grants

X




Human Resources




X

Information Management

X

X
X

Official Document Publications

X




Procurement




X

Records Service


Access
X
X
X
X


Accession
X


X


Acquisition of Donated Historical Materials
X
X

X


Appraisal



X


Documentary Materials Storage
X
X
X
X


Federal Agency and Presidential Records Management

X

X




Implementation of Disposition
X
X
X
X


Preservation
X


X


Process


X
X
X
X


Public Programs

X

X


Table 4.4-2 – Matrix Mapping Business Functions to NARA Organizations

Organization
Records Services
Administration
Agency Management
Facilities Management
Financial Management
Grants
Human Resources
Information Management
Official Document Publication
Procurement


Federal Agency and Presidential Records Management


Appraisal
Implementation of Disposition
Acquisition of Donated Historical  Materials
Documentary Materials  Storage
Accession
Process
Preservation
Access
Public Programs










Archivist Office Organizations

 




















N/ND
X
X

X






X
X

X

X
X
X


NCON











X








NPOL
X





X



X
X
X
X

X
X

X

NEEO















X




NGC

X

X


X




X



X
X

X

NHPRC














X





ISOO











X








OIG











X




X



Office of Administrative Services

NA




X





X

X
X




X

NAA


















X

NAB













X

X




NAF












X







NAR













X






NAS












X





X

NAT













X






Office of the Federal Register

NF








X

X
X

X

X
X
X
X

Office of Human Resources and Information Services

NH










X
X

X

X
X

X

NHH















X




NHP
















X

X

NHS










X









NHT
















X

X

Office of Presidential Libraries

NL/NLMS

X
X
X
X
X
X
X


X


X

X


X

NLNP



X
X
X
X

X
X
X









NLGB



X
X
X
X
X
X
X
X

X



X



NLJC



X
X
X
X
X
X
X
X

X



X



NLDDE



X
X
X
X
X
X
X
X

X



X



NLGRF



X
X
X
X
X
X
X
X

X



X



NLGRFM



X
X
X
X
X
X
X
X

X



X



NLHH



X
X
X
X
X
X
X
X

X



X



NLLBJ



X
X
X
X
X
X
X
X

X



X



NLJFK



X
X
X
X
X
X
X
X

X



X



NLGRFDR



X
X
X
X
X
X
X
X

X



X



NLRR



X
X
X
X
X
X
X
X

X



X



NLHST



X
X
X
X
X
X
X
X

X



X



Office of Regional Records Services

NR
X
X
X
X
X
X




X
X

X

X


X

NRA
X
X
X

X
X


X
X


X







NRAB
X
X
X
X
X
X
X
X
X
X
X





X



NRAN
X
X
X
X
X
X
X
X
X
X
X





X



NRAP
X
X
X
X
X
X
X
X
X
X
X





X



NRB
X
X
X

X
X


X
X


X







NRBP
X
X
X
X
X
X
X
X
X
X
X





X



NRC
X
X
X

X
X


X
X


X







NRCA
X
X
X
X
X
X
X
X
X
X
X





X



NRD
X
X
X

X
X


X
X


X







NRDC
X
X
X
X
X
X
X
X
X
X
X




X
X

X

NRDD
X
X
X
X
X
X
X
X
X
X
X





X



NRE
X
X
X

X
X


X
X


X







NREA
X
X
X
X
X
X
X
X
X
X
X





X



NRF
X
X
X

X
X


X
X


X







NRFF
X
X
X
X
X
X
X
X
X
X
X





X



NRG
X
X
X

X
X


X
X


X







NRGD
X
X
X
X
X
X
X
X
X
X
X





X



NRH
X
X
X

X
X


X
X


X







NRHL
X
X
X
X
X
X
X
X
X
X
X





X



NRHS
X
X
X
X
X
X
X
X
X
X
X





X



NRHSA
X




X
X
X
X

X









NRI
X
X
X

X
X


X
X


X







NRIA
X
X
X
X
X
X
X
X
X
X
X





X



NRIS
X
X
X
X
X
X
X
X
X
X
X





X



NRP

X
X

X
X

X
X

X

X



X



Office Records Services – Washington, DC

NW
X
X
X
X

X




X


X

X


X

NWC
X
X
X
X
X
X
X

X

X
X








NWCC








X

X









NWCD








X
X
X









NWCH




X
X

X












NWCR


X


X
X













NWCS
X
X
X
X
X
X
X
X
X
X










NWCT
X
X
X
X
X
X
X

X
X










NWCTB
X
X
X
X
X
X
X

X











NWCTC
X
X
X
X
X
X
X

X











NWCTF
X
X
X
X
X
X
X

X











NWCTM
X
X
X
X
X
X
X

X











NWE








X
X










NWL
X
X
X
X
X
X
X

X











NWM
X
X
X
X
X
X


X











NWMD


X


X
X

X











NWME
X
X
X
X
X
X
X
X
X
X










NWML
X
X
X







X









NWMW
X
X
X
X
X
X
X
X
X

X

X



X



NWT
X
X


X
X

X












5 Data Architecture

5.1 Overview

The Data Architecture (DArch) component of NARA’s Enterprise Architecture (EA) organizes, defines, and represents the interrelationships of data in support of the agency’s mission, functions, goals, objectives, and strategies.  NARA will use its Data Architecture to align enterprise data resources with NARA’s strategic goals; to assign ownership and stewardship of data; to facilitate data sharing and to improve data quality within NARA; and as a basic tool in evaluating, developing and implementing major systems. The Data Architecture provides a basis for the incremental and ordered design and development of databases based on successively more detailed levels of data modeling. 

The Data Architecture is documented within the context of the NARA Data Architecture Framework.  The DArch framework is designed to help readers visualize the DArch’s context and better understand the nature of the DArch’s dependencies, influences, and component parts. 

The elements on the left side of the framework diagram depict the primary drivers for NARA’s Data Architecture. These include the Principles, Constraints and Assumptions (PCA); Data Architecture Strategy; Data Integration Strategy; and Data Security Strategy. The elements on the right side of the framework point to the Data Architecture products that are developed based on the drivers. The DArch framework is depicted in Figure 5.1-1 and described in detail in Table 5.1-1 below.

Figure 5.1-1 Data Architecture Framework
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Table 5.1-1 NARA Data Architecture Framework Description

Framework Element
Description

Data Principles, Constraints, and Assumptions
The fundamental philosophies that guide and bound NARA’s Data Architecture. 

Data Architecture Strategy
Policies and directions for developing NARA’s Data Architecture. 

Data Integration Strategy
NARA’s approach to integrating information assets. Details can be found in the TRM section of EA.

Data Security Strategy
NARA’s approach to securing information assets. Details can be found in the Data Security section of EA.

Conceptual Data Model
High level specifications for the context, structure, and organization of NARA’s information assets and their interrelationships from the business perpsective.   

Logical Data Model
Detailed specifications for the organization, structure, and interrelationships of NARA’s information assets from the application systems design perspective.   

Physical / COTS Data Model
Detailed specifications for the organization, structure, and interrelationships of NARA’s information assets from the database implementation perspective.   

Data Business Rules
Business rules that describe the structure, definition, constraints, interactions and dependencies of data from the business perspective.

Data Dictionary
A published catalog of extracted information from Conceptual and Logical Data Models that defines the meaning of data, its relationship to other data, its origin, its usage, and its format.

5.2 Data Principles, Constraints, and Assumptions

Table 5.2-1 below lists the Principles, Constraints, and Assumptions that are key to developing NARA’s Data Architecture. These data PCAs expand the concepts set forth in the EA PCAs (Section 2) from the perspective of Data Architecture. These PCAs are applicable to NARA both at an enterprise level as well as at an individual project or application level. They are not presented in particular order.

Table 5.2-1 Data Principles, Constraints, and Assumptions

Principles

1
Principle:  NARA enterprise data will be managed and protected as an agency asset.

Rationale: NARA’s mission is to provide “Ready Access to Essential Evidence.” Data is central to the mission’s success. 

2
Principle: NARA enterprise data will be presented to the business users in a format appropriate to business needs.

Rationale: Different business functions (lines of business) in NARA will be able to successfully contribute to NARA’s mission when they can deal efficiently and effectively with enterprise data. To achieve this, data needs to be formatted appropriately so that it mitigates the risks of redundancy, ineffectiveness, and misinterpretation. 

3
Principle: NARA enterprise data will be organized and stored in a manner that optimizes performance,
 as well as assures integrity and maintainability.

Rationale: It is an accepted best practice in the industry to separate physical implementation of analytical systems from that of transactional systems for reasons of design and performance as well as differing data currency requirements.

4
Principle: Enterprise data created during the course of NARA’s business will have common definitions and consistent usage across the enterprise
.

Rationale: Common definitions and consistent usage of data across the enterprise can promote reuse and improve productivity for every business function within NARA.

5
Principle: NARA will provide quality information products according to the NARA Information Quality Guidelines. 

Rationale: Data quality is a key determinant of the value and usefulness of information assets.

6
Principle: NARA’s Data Architecture will evolve to support the requirements of the Federal Government. 

Rationale: NARA’s mission may change due to changes in Federal laws and statutes. NARA’s Data Architecture will need to keep up with these changing requirements in order to ensure that NARA’s mission can accomplished.

7
Principle: NARA will control data redundancy
 as well as promote data interoperability and data sharing. 

Rationale: Controlled data redundancy enhances information quality, facilitates data interoperability, and promotes data sharing. 

8
Principle: NARA’s Data Architecture will specify standard data access interfaces to business applications. 

Rationale: Standard data access interfaces to business applications lead to improved data interoperability and data reuse.

9
Principle: Every data entity of the NARA Conceptual Data Model will have at least one business owner who controls and manages that data entity. 

Rationale: Identification of data ownership and stewardship leads to reduced data redundancy and improves data interoperability.

10
Principle: The NARA Glossary will be managed and controlled at the NARA enterprise level to help achieve enterprise-wide data integration. 

Rationale: A common understanding of business and technical terms across NARA, its contractors, and suppliers is essential to achieve data sharing and interoperability, and assure data quality.

11
Principle: NARA’s data will be made available to anyone with a credible need and authorization for use. 

Rationale: NARA’s mission is to provide “Ready Access to Essential Evidence,” as defined by laws and statutes. However, data access must be secure and must protect information assets as appropriate.  

12
Principle: NARA’s information assets will be location transparent.

Rationale: NARA’s core business activities and customers span multiple geographic locations and different governmental and non-governmental agencies.

13
Principle: Enterprise-wide data security will be guided by the IT Security Architecture.  

Rationale: NARA’s data security will align with and complement the overall IT security architecture for the enterprise. 

14
Principle: Business needs may specify data security requirements within applications as appropriate to the business functions being supported.  

Rationale: Some applications need – because of legal, regulatory and classification requirements – to restrict access more tightly than that specified by NARA enterprise-wide security requirements. 

15
Principle: Data security will be based on methodologies that are flexible, robust, and promote accountability. 

Rationale: Methodologies that promote flexibility, robustness and accountability will ensure that information assets are adaptable and secure.

Constraints

1
Constraint: Commercial-off-the-shelf (COTS) products may present additional layers of data security and authorization for accessing data within their databases in addition to already established NARA IT security procedures. 

Rationale: COTS products may have their own layers of data security and authorization. Industry standards for single sign-on are still evolving and many major vendors do not follow those standards.

2
Constraint: Not all data business rules can be represented as data modeling structures
. 

Rationale: All modeling paradigms are limited in their ability to accurately and completely represent real-world phenomena. 

3
Constraint: The dynamic aspects of NARA’s enterprise data may not be well-represented by traditional, static data modeling methods such as Entity-Relationship (ER) modeling. 

Rationale: Very few data modeling paradigms can effectively depict the dynamic aspects of information and at the same time cover a wide range of business phenomena that occur across an enterprise.

4
Constraint: Some business terms may have multiple definitions and usages. 

Rationale: Because communication across business functions is imperfect and the same term may be used in different contexts, existence of multiple definitions for business terms is a common phenomenon.

5
Constraint: System to system interface files and data transformations may be required to integrate data within legacy systems. 

Rationale: Many legacy systems do not provide standards-based data interface support. 

6
Constraint: Enterprise Data Architecture is a high-level design that may not always anticipate and accommodate all implementation requirements. 

Rationale: The purpose of enterprise Data Architecture is not to address the implementation details of a specific system but rather to assure the consistency and interoperability of all systems in the enterprise. 

7
Constraint: NARA will provide information to other governmental agencies, non-governmental agencies, and individuals in strict accordance with security and privacy directives. 

Rationale: Not all information assets in NARA’s custody can be openly shared with other governmental and non-governmental agencies because of legal, regulatory and statutory reasons. 

Assumptions

1
Assumption: NARA’s Data Architecture must comply with E-Government principles and guidelines for data interoperability and sharing
. 

Rationale: Alignment of NARA’s Data Architecture with Federal E-Government directives is a policy requirement. 

2
Assumption: XML is emerging as a standard for moving and sharing information among different organizations and systems. 

Rationale: Industry trends indicate that XML is currently the most widely used standard for information sharing. In addition, many Federal agencies have started to standardize on XML for data sharing.

3
Assumption: NARA data technical standards for data transformation and transport will be developed to facilitate data sharing. Examples of NARA data technical standards include data type and structure for common data elements such as name and address.

Rationale: Standards are necessary to move and share data between systems in a secure, consistent, and efficient manner.

4
Assumption: Data diagnostic and analysis processes will be implemented to track and report data inconsistencies. 

Rationale: Data inconsistencies cannot be managed and controlled effectively in the absence of analytical processes, supplemented by quantitative determination methods.

5
Assumption: NARA’s business and IT support staff will partner to ensure data quality. 

Rationale: Technical staff can provide technology support but the business must provide business knowledge and assume ownership of information assets. 

6
Assumption: Data requirements will evolve and change as a result of Business Process Reengineering (BPR) efforts and IT systems redesign efforts. 

Rationale: BPR and IT systems redesign efforts will likely precipitate additional data requirements.

7
Assumption: The Lifecycle Data Requirements Guide is a recognized standard and will continue to evolve. 

Rationale: The Lifecycle Data Requirements Guide is one of the most important documents in use at NARA. However, it is expected that the many BPR efforts underway in NARA will result in further updates to the Lifecycle Data Requirements Guide. 

8
Assumption: When business requirements impose demands that conflict with the Data Architecture, it may be necessary to adjust the architecture to accommodate those demands. 

Rationale: It is possible that business functions may, in the course of their definition and evolution, generate data requirements that conflict with NARA’s Data Architecture. In order to ensure that mission success for NARA is not compromised, NARA’s Data Architecture may need to be adjusted accordingly.

5.3 Data Architecture Strategy

In order for it to be a useful tool for NARA, it is critical that the Data Architecture be developed in a top-down fashion. A Data Architecture Strategy that understands the requirements and scope of the effort is essential to this purpose.

This section focuses on Data Architecture Strategy. Related items such as Data Integration Strategy and Data Security Strategy are discussed in the TRM and the Security Architecture sections respectively.

5.3.1 Data Architecture Strategy Requirements

The requirements that drive NARA’s Data Architecture strategy are listed in Table 5.3.2-1 below.

Table 5.3.1-1  Requirements of NARA’s Data Architecture Strategy

#
Requirement
Rationale

1
The Data Architecture will assist NARA in understanding the strategic alignment of enterprise data with NARA’s mission objectives and direction.
One of the main objectives of NARA’s Enterprise Architecture -- and within it, Data Architecture -- is to ensure that the IT objectives are aligned strategically with NARA’s mission objectives. The representation(s) developed for the Data Architecture should convey the alignment clearly and concisely so that development, improvement and modification activities can be undertaken by NARA.

2
The Data Architecture will provide a strategic view of the data that is independent of any specific implementation paradigm.
The Data Architecture should represent a high level abstraction of data that is independent of implementation technologies. This will help NARA objectively identify and integrate suitable technologies and applications (COTS and government-off-the-shelf [GOTS] packages) that will meet NARA’s requirements. 

3
The Data Architecture will provide assistance to NARA in defining, classifying and assigning to technical and user groups the ownership of information and data.
Definition, classification and assignment of ownership for information and data will help NARA by partitioning areas of IT and application responsibilities so that strategic goals can be broken down into tactical and measurable goals for different parts of the organization. To achieve this, a high-level representation of the Data Architecture is necessary. 

4
The Data Architecture will provide sufficient detail to be used as a basic tool in evaluating, developing and implementing major application systems within NARA.
Data Architecture representation(s) need to be responsive to the requirements of different tactical and operational units across NARA. While a strategic view provides value to the NARA Leadership team, a more detailed view provides immense value to different application development groups and lines of business. 

5
The Data Architecture will include business rules in addition to data structures.
The value of data for NARA is enhanced by coupling the business with the representation of data. This is achieved by encapsulating the representation of business rules with that of data, to the extent that technology and standards allow. 

6
The Data Architecture will be flexible in accommodating –within reasonable limits – changes in business as well as technological direction.
While NARA’s strategic mission may not undergo frequent change, tactical changes are very normal in the course of business. Any Data Architecture representation provides value when it allows for enough flexibility to absorb minor changes without additional and costly rework of the entire framework and methodologies used. 

7
The Data Architecture will provide assistance to NARA in promoting data sharing and controlling data redundancy.
Increased data sharing and controlled redundancy have a direct bearing on information quality and process efficiency. 

8
Methodologies and representation(s) of the Data Architecture will follow industry standards, suitably adopted for NARA’s requirements.
Industry standard methodologies and representations provide common and understandable means of communicating the Data Architecture. Data Architecture is as much a product of communication as of analysis. In addition, standard methods of communication will enable objective reviews of work products. 

5.4 Data Architecture Products

Data Architecture products are the result of putting the above-described strategy into practice. In order to satisfy the strategic and tactical architecture requirements listed above and to derive value out of its Data Architecture, NARA will develop and integrate the following products:
· Data Business Rules

· Enterprise Conceptual Data Model (CDM)

· Enterprise Logical Data Model (LDM)

· Data Dictionary

· Physical/ COTS Data Model

5.4.1 Data Business Rules

A business rule defines or constrains some aspect of the business. It is intended to assert business structure or to control or influence the behavior of the business. Data business rules are rules that describe the structure, definition, constraints, interactions and dependencies of data from the business perspective. Data business rules guide and constrain the CDM and the LDM. While business rules that deal with data are documented within Data Architecture, business rules that deal with NARA’s business processes will be captured in the context of Business Architecture.

Data business rules are classified as general or specific. General data business rules apply across the NARA enterprise. Specific data business rules are applicable to particular areas within the enterprise., for example, policy, security, and operations.

Some examples of general data business rules are:

· “Organizations and People create Documentary Material.”

· “Business Functions manage Facilities.”

· “Business Functions are associated with specific Organizations.”

· “Organizations and People access Documentary Material using Tools.”

Some examples of specific data business rules are:

· “NARA payroll has 26 pay periods per year.”

· “IT hardware managed by NARA is bar-coded.”

5.4.2 NARA Enterprise Conceptual Data Model

5.4.2.1 Overview of the CDM

A Conceptual Data Model is a high-level representation of the enterprise data. A CDM is a unique description of real world phenomena like business, management and support, as they apply to the enterprise and individual business system(s). The CDM provides the user/ owner perspective to enterprise data and is an indispensable tool in defining, classifying and assigning ownership of information and data.

5.4.2.2 CDM Approach and Constructs

The NARA CDM will be developed using the entity-relationship (ER) modeling constructs with appropriate modifications or extensions to the constructs. The ER approach postulates a view that information consists of entities that are characterized by properties or attributes, and relationships (also characterized by attributes) among entities.

The basic components of ER modeling are:

· Entities, which are defined as clearly distinguishable real world phenomena and are atomic, i.e., they cannot be decomposed further into entities.

· Relationships, which are associations between two or more entities.

· Attributes, which are properties of entities and relationships that have specific meaning with respect to the CDM. Both entities and relationships can have attributes.

· Cardinalities, which describe the number of occurrences of one entity that can participate in a given relationship.

· Integrity Constraints, which are the rules that the data must follow in order to participate in a given relationship.

The ER data modeling approach is well known, easy to read, and in widespread use. However, ER data modeling is geared towards an IT system designer’s view of data. It does not provide adequate concepts for representing all information required by a CDM. Some inadequacies of the ER approach include the inability to represent a relationship that has value by inference or context. To overcome these shortfalls NARA’s CDM extends traditional ER data modeling methods by adding the following constructs from the Information Engineering and Knowledge Management fields: 

· Data Category, which is the highest level of conceptual representation of data within NARA from the business viewpoint.

· Subject Area, which generally contains groups of entity types. Subject areas are high-level classifications of a major topic of interest within a data category. A subject area is an area of interest to the enterprise centered on a major resource, product, or activity. It summarizes the things in which the enterprise is interested. The names of the subject areas are usually plural nouns.

· Inferential Relationship, which represents a relationship that is based upon contents, semantics and inferences. This relationship could be between two entities or higher-level constructs (for example, subject areas). An inferential relationship requires human interpretation. Therefore, it cannot be directly translated into database structure. In contrast, the generally better-known and more widely used ER relationship is based on value by reference. NARA’s CDM uses the ER relationship wherever it can fully satisfy the modeling requirements. Inferential relationships are used only in situations that the ER relationship would be inadequate to correctly and satisfactorily model the business.
5.4.2.3 CDM Contents

The NARA CDM is a description of the information used in NARA’s business activities  from the perspective of the overall agency and the business systems that support it.  This includes data related to NARA’s mission (i.e., records lifecycle) and any other data needed to operate and manage NARA. The CDM identifies the information used by NARA, the relationships between the information, and the rules by which that information is used from the business perspective.  Because the CDM is a reflection of business information, it is heavily influenced by the business processes used across the Agency.  For this reason, the CDM will continue to evolve as NARA’s Business Process Reengineering (BPR) activities continue to define, document, and refine the Agency’s business processes. 

The NARA CDM contains data categories, subject areas, entities, and relationships. The initial release of the NARA CDM focuses on mission-related data. Subsequent releases will add additional information as it becomes available and is approved.  

5.4.2.3.1 Data Categories

A data category is the highest level of conceptual representation of data within NARA from the business perspective   Figure 5.4.2.3.1-1 below illustrates the data categories and their relationship to one another. There are seven data categories in the NARA CDM. The categories of Policy Data, Security Data and Reference Data encompass the whole of NARA and apply to all the other categories – Mission-related Data, Operational Data, Decision Support Data and Enterprise Resource Data. Table 5.4.2.3.1-1 defines the data categories in detail.

Figure 5.4.2.3.1-1  NARA CDM -- Data Categories
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Table 5.4.2.3.1-1  NARA Data Categories

Data Category
Description

Policy Data


Policy Data act as drivers for the enterprise. Expertise in these areas is critical in defining strategic objectives aligned with NARA’s mission. These areas include Subject Areas such as Policies, Plans, Directives, Oversight, Legal, Inspections and Communications.

Mission-related Data


Mission-related Data encompass the data that are required to run NARA’s mission. Expertise in these areas is critical to the operation of NARA mission. These include Documentary Material, Parties, Grants, Events, Merchandise and Legal Publications.

Operational Data


Operational Data encompass data that help manage the NARA core business. Expertise in these subject areas is critical to managing NARA’s mission. These include Lines of Business, Tools and Facilities.

Decision Support Data


Decision Support Data encompass the analytical (generally derived) subject areas that assist the enterprise in decision making. These include the Leadership Team, Managers and Staff.

Enterprise Resource Data


Enterprise Resource Data encompass the essential, but non-core subject areas. Internal expertise is not critical to the enterprise in the operation and management of these areas. These generally include Finance, Accounts, Procurements, Contracts, Human Resources, Payroll and Technology.

Security Data


Developing a security strategy, making it operational and managing those operations is essential to successfully and securely carry out NARA’s mission. Security Data represent the data required to effectively implement and manage the security of NARA.

Reference Data


Reference Data encompass the common information framework that NARA enterprise needs in order to carry out its mission. These include Internal/External Standards, Glossaries, Frameworks, Architectures, and Enterprise Common Data.

5.4.2.3.2 Subject Areas

Subject Areas are the next level of aggregation within data categories. Figure 5.4.2.3-1  illustrates, within each data category, an initial list of subject areas .Subject areas consist of entities and relationships. Entities in one subject area may be related to entities in another subject area. 

The initial release of the NARA CDM focuses on subject areas in the mission-related data category.  Subsequent releases will add additional information as it becomes available and is approved. 

5.4.2.3.3 Entities and Relationships

The lowest level of the CDM contains entities and relationships. Entities, which are defined as clearly distinguishable real world phenomena, are not attributed in the CDM. The CDM also contains relations between and among entities at this level. Entities in one subject area may be related to entities in another subject area. 

The initial release of the NARA CDM focuses on entities in subject areas in the mission-related data category.  Subsequent releases will add additional information as it becomes available and is approved. 

5.4.3 NARA Enterprise Logical Data Model 

5.4.3.1 Overview of the LDM

A Logical Data Model (LDM) is the transformation and detailed expansion of a CDM into a logical schema tailored to a specified modeling paradigm such as relational or object-oriented. A logical schema is a description of the structure of the database that is independent of the database implementation, i.e., can be processed by any database management software implementing that paradigm. An LDM is a fully expanded, documented, attributed and normalized representation of a CDM. It does not address implementation considerations such as performance, data distribution, data partitioning, and replication.

Normalization is one of the main objectives of developing an LDM. The term normalization refers to the way data items are grouped together into record structures. Logical data models in NARA are required to conform to the Third Normal Form (3NF). 

Another important objective of the LDM development the transformation of many-to-many and n-ary
 relationships into Associative Entity Types. 

5.4.3.2 LDM Approach and Constructs

NARA has elected to use the Entity-Relationship (ER) approach for logical data modeling. The ER approach has been adapted that to suit NARA’s requirements, as described in earlier sections, including the basic components of Entities, Relationships, Attributes, Cardinalities and Integrity Constraints.

The current NARA LDM was developed using ER modeling constructs. It is always in the third normal form (3NF). All many-to-many relationships and n-ary relationships are resolved in the LDM. All data business rules representing both integrity and value constraints are modeled in the NARA LDM. New entities and relationships may be discovered and added during logical data modeling. A key objective of developing NARA’s Data Architecture is to establish a baseline Enterprise LDM that will always trace back to the NARA CDM. The many-to-many and n-ary relationships in the CDM are transformed into associative entities and one-to-many relationships in the LDM.

NARA’s LDM development began several years ago and was baselined as version 1.0 at the end of fiscal year 2003. However, the NARA LDM has to be updated to establish traceability to the NARA CDM.

5.4.4 NARA Data Dictionary

A data dictionary is a published catalog of extracted information from conceptual and logical data models that defines the meaning of data, its relationship to other data, its origin, usage, and format. The development of NARA’s data dictionary is concurrent with that of the CDM.

5.4.5 NARA Physical/ COTS Data Models

5.4.5.1 Overview of the Physical/ COTS Data Models

Physical Data Models (PDMs) are detailed specifications for the organization, structure, and interrelationships of NARA’s information assets from database implementation perspective within specific applications. In a custom software development scenario, PDMs are generally derived from a parentage of CDM and LDM, and include specific consideration for implementation details that the parent models (with their higher levels of abstraction) do not represent. PDMs are transformed into a specific database schema based upon the DBMS for implementation using the data definition language (DDL) of the database. For example, a relational DBMS will use SQL/DDL for database schema definition.

5.4.5.2 Physical/ COTS Data Model Approach

In NARA, wherein there is a preponderance of COTS products, the organization many times has access only to the PDM, as implemented. Some vendors may provide a documented representation of their LDM with the product and some others may not. In a majority of cases, vendors do not document structured and modeled representations of data. In such cases, Data Administration will use reverse engineering methods to generate the PDM for the COTS product in question. However, the lack of information on the LDM may, at times, lead to incomplete modeling and could come across as a gap in successfully modeling enterprise data. Even in such cases wherein the vendor has provided an LDM, it is possible that the LDM may be out of date and may not accurately represent the logical abstraction of the data base(s) actually implemented. 

The NARA enterprise CDM and LDM will not be further expanded into the PDM level. 

6 Application Architecture

6.1 Overview

The Application Architecture (AA) component of NARA’s Enterprise Architecture (EA) extends the application concepts presented in the Technical Reference Model (TRM) by specifying the functional and structural aspects of NARA’s applications.  The objective of the AA is to provide a consistent, standardized approach for implementing applications and assure maximum use of common code, commercial-off-the-shelf (COTS) software, and common functionality across NARA’s application portfolio.  

As stated in the TRM, the partitioning of applications can be viewed from three perspectives: functional, structural, and execution.

The functional perspective addresses how required business functionality is grouped and allocated to various applications.  The collection of business (or generic) functionality into applications is based on the definition of business process threads, the discrete business (or generic) functions that support those business process threads, and the data resources required.  Specifications for functional partitioning are provided in the Functional Partitioning section below.

The structural perspective addresses the architectural and engineering aspects of how software modules are built.  From the structural perspective, an application is constructed of multiple modules (or components / objects) that comprise the partitions that (generally) represent presentation logic, business logic, or data management logic. Specifications for structural partitioning are provided in the Software Architecture section below.

The execution perspective addresses how executing software partitions interact and communicate with each other. Execution partitioning defines the data state, connection state, and security state of an application thread as it executes end-to-end. Specifications for execution partitioning are provided in the Systems Architecture section of the EA.  

The Application Architecture is documented within the context of the NARA Application Architecture Framework as depicted in Figure 6.1-1 and described in Table 6.1-1 below. 

Figure 6.1-1 Application Architecture Framework
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Table 6.1-1 NARA Application Architecture Framework Description

Framework Element
Description

Application Principles, Constraints, and Assumptions
The fundamental philosophies that guide the Application Architecture. 

Functional Specifications
Descriptions of how NARA’s applications are functionally partitioned, aligned to subject areas, and allocated to IT initiatives.

Software Architecture
Specifications for how NARA applications are constructed from the perspective of the underlying software structures.

Application Traceability
Identification of the linkages between NARA’s applications and strategic initiatives, business processes, and IT systems.

6.2 Application Principles, Constraints, and Assumptions

Table 6.2-1 below lists the Principles, Constraints, and Assumptions that are key to developing NARA’s application portfolio. These application PCAs expand the concepts set forth in the EA PCAs (Section 2) from the perspective of application acquisition and integration.  

Table 6.2-1  Application Principles, Constraints, and Assumptions

1
Principle:  We will adopt a component based development (CBD) and object-oriented (OO) software paradigm for the analysis, design, and implementation of the agency’s applications as appropriate.

Rationale: Component based architectures implemented via object technology and distributed infrastructure are generally accepted as  good practice for implementing applications and can shorten implementation times, lower life-cycle costs, and provide the highest potential for adapting to changing requirements.
 

2
Principle: We will reuse application specification, design, and implementation elements as much as practical.

Rationale:  Reusing application components can reduce costs, reduce integration complexity, and reduce the implementation time needed to deploy applications for the business. 

3
Principle: A thin software client (web browser-based) is our preferred presentation interface for our applications.

Rationale:   Standardizing on a web browser presentation facilitates the use of Internet and web-services technologies, simplifies desktop support, and increases the accessibility of NARA’s applications.   

4
Principle: Our applications will be based upon the standards defined by the NARA Standards Profile. 

Rationale:  Adherence to standards allows competition across the widest range of vendor solutions, provides the most flexibility in operations deployment alternatives, and facilitates interoperability.

5
Constraint: Our applications must conform to NARA security and privacy policies, as well as other applicable NARA and Government policies and directives.  Additionally, our applications must provide secure access to and assure privacy of archival records as appropriate to each record access request.

Rationale: Security policies, privacy policies, and other policies (e.g. ADA Section 508) will mandate requirements that NARA applications must meet.  Furthermore, these policies could change over time to align with technological advances.  Security and privacy requirements dictate that only authorized individuals have access to certain archival records, and that the privacy of information be protected.

6
Assumption:  Application acquisition projects will address the data content required to support applications in alignment with NARA’s Data Architecture. 

Rationale:  Data access requirements are specific to application designs and business operations objectives.  NARA’s Application Architecture will allow applications to leverage enterprise data sources and data access methods as required; however, the architecture itself does not provision databases.  

6.3 Functional Partitioning

Table 6.3-1 below describes NARA’s application portfolio.

Table 6.3-1  NARA Applications

Application
Description

Access to Archival Databases (AAD) [NW]
AAD provides Web access to accessioned electronic records that are in data base format.

Accessions Management Information System (AMIS) [NWME]
AMIS tracks accessions of electronic records as they get processed through NWME.

Archival Electronic Records Inspection and Control System (AERIC) [NWME]
AERIC is used to record the logical structure of databases, and to verify that the records received are the records which the accompanying documentation purports them to be.

Archival Preservation System (APS) [NWME]
APS is used to preserve electronic files, including copying them onto tape and other media.  APS also maintains a catalogue database of the technical specifications of the electronic data files.  

Archival Research Catalog (ARC) [NPOL]
On-line catalog of all of NARA’s holdings.  NAIL is the prototype system.

Archives Declassification, Review and Redaction System (ADRRS) [NWMD]
ADRRS automates the process of reviewing and redacting sensitive and classified materials in response to legal mandates. 

Artifacts Management System (SNAP) [NL]
Standalone artifacts management system located in each Presidential library. 

Case Management Reporting System (CMRS) [NRP]
This system will provide improved workload management and  processes related to fulfilling requests for military records.

Centers Automated Reporting System (CARS) [NR]
CARS is used by each Federal Records Center to report monthly staff day expenditures and volume statistics for direct, IRS reimbursable and other reimbursable functions.

Centers Information Processing System (CIPS) [NR]
CIPS facilitates electronic processing of reference requests by Federal agencies storing records at the NARA regional records facilities or the Washington National Records Center.

Comprehensive Human Resource Integrated System (CHRIS) [NH]
Government-off-the-shelf (GOTS) GSA human resources management system.

Control and Tracking System (CATS) [NWML]
This system tracks NARA review status of agency proposed record schedules. 

Donor Tracking [NDEV]
This system is used to identify and contact prospective donors and track gifts and donations to NARA.

Electronic Document Management System (e-Docs) [NF]
Business process reengineering effort to consolidate and automate current Federal Register processes into one integrated system.

Electronic Time and Attendance Management System (ETAMS) [NA]
GOTS (GSA) time and attendance system.

E-Mail Management [NW]
Enables users to request forms, and comment via the Web.

Interim Space Management System (Spaceman) [NWCR]
Space management system that identifies and tracks space to the compartment level for textual records available in Archives I and Archives II.

JFK Assassination Collection System [NW]
Consists of three systems:  (1) PC-based collection and processing system,  (2) Sun-based master system, and (3) Sun-based reference system for records related to the JFK assassination.

Master Location Register (MLR) [NWCR]
Inventory control system identifying location, volume, physical measurements, quantity and preservation status of archival materials in the custody of NW.

Microfilm Publication Catalog [NW]
Web-based microfilm catalog (like library catalog).

Microfilm Publication Locator  (Micropubs) [NW]
Internal microfilm locator.

NARA Employee Locator [NH]
Web employee locator system.

NARA On-line Archives Library Catalog [NW]
On-line library catalog of books, periodicals and other materials contained in Archives I and II and other book collections.

NARS5 [NR/NW]
NARS-5 supports the retirement, processing, storage, and servicing of records in the physical custody of Federal Records Centers.  

NHPRC Grants Tracking System [NHPRC]
This system manages grants tracking.

National Personnel Records Center  [NPRC] Medical Records Registry System 
The Medical Records Registry System is an itemized index of medical records retired to the Center from Department of Defense (DoD) in electronic form. NPRC needs a registry to improve the process of responding to customer requests for archived records. DoD plans to automate records retirement procedures, and produce an index of retired eligible records to accompany the physical records. That index would serve as input to the NPRC registry.

NWMW Disposal Log [NW]
Identifies and tracks disposal of holdings per Federal agency approved disposition schedule.

On-Line Ordering
Provides customer relationship management capabilities for NARA's online ordering and support service business transactions in support of the Government Paper Elimination Act (GPEA).

Order Fulfillment and Accounting System (OFAS) [NA]
Financial management system that tracks and provides accounting of customer service requests for reproductions of NARA holdings.  This system is used in Archives I to track orders for copies of records and in Archives II and the regions to process customer transactions via POS. There is also a plan to deploy to the Kennedy Library museum store.  A Web capability for ordering is planned as part of On-Line Ordering.

PEGASYS [NA]
GOTS (GSA) financial system.

Performance Measurement and Reporting System [NPOL]
The Performance Measurement and Reporting System (PMRS) is a data warehouse that allows NARA to define and consistently measure data critical to the analysis of our progress on our strategic and annual performance plans.  PMRS is the official source of statistical data about NARA.  The system collects performance data from other databases and systems, verifies that the data is "clean" and stores it in a central warehouse for reporting purposes via an On-line Analytical Processing (OLAP) tool that allows users to create reports themselves.

Presidential Electronic Records Library [PERL]
Automated systems, both database and digital image applications, to assist with user access and management of electronic records from the Clinton, Bush and Regan Administrations. Due to the complexity of the information, these automated indexing systems are essential to the management of the collections.

PRISM [NAA]
Procurement management system.

Property Management [NA]
Property management system.

Public Programs Database [NW]
This system is used to manage exhibit materials.

Records Center Program Billing System (RCPBS) [NR/NW]
This system supports the records center programs (RCP) in producing invoices for the storage (NARS-5) and servicing of NARA’s Regional Record Centers.  The transaction level billing for services is obtained through the regions via a web interface. 

Records Management Applications (RMA) [NH]
Pilot Records Management Application to test the capabilities of managing electronic records via system.

Researcher Registration System [NWC]
Manages the researcher registration in Archives I and II.

SF258 Log (258TS-DD) [NWMD]
Tracks SF-258 through NW, includes all textual, non-textual and regional holdings. 

SF258 Superlog [NWMD]
Tracks the SF-258 for textual holding and contains a subset of the 258TS-DD system as well as additional information.

Space Information System (SIS) [NR/NW]
SIS is used in conjunction with NARS-5 to manage record storage space in the Federal records centers and  is used to identify vacant space for storing new accessions and to reserve space for incoming records.

TASK [NR/NW]
TASK documents activities performed in Federal records centers at the employee level through work units called "tasks.”  Tasks are components of workload items funded in the operating budget of the Federal records centers.

Unclassified Redaction and Tracking System (URTS) [NW/NL]
Extends the ADRRS system to three libraries for the processing of Presidential records, in some cases sensitive materials.

6.4 Software Architecture

In a future release of the Application Architecture, this section will specify how NARA will construct software from a structural perspective.  The Software Architecture addresses areas such as:

· Architectural approach

· Software frameworks and software design patterns

· Modularity, partitioning, coupling, and cohesion

· Language conventions

· Software library structure

· Software configuration management, version control, and impact assessment

· Compilation and build

· User interface standards

· Coding standards 

· COTS integration

6.5 Application Traceability

Table 6.5-1 below shows the mapping of IT applications to IT initiatives.  Table 6.5-2 below shows the mapping of IT applications to business functions.

Table 6.5-1 Mapping of NARA IT Applications to IT Initiatives

NARA IT Applications
NARA IT Initiatives


ERA Initiative
Customer Service Initiative
Records Center Reimbursable Initiative
Records Management Lifecycle Initiative
Support & Infrastructure Initiatives

Access to Archival Databases (AAD) [NW]
X
X




Accessions Management Information System (AMIS) [NWME]
X


X


Archival Electronic Records Inspection and Control System (AERIC) [NWME]
X


X


Archival Preservation System (APS) [NWME]
X


X


Archival Research Catalog (ARC) [NPOL]
X
X

X


Archives Declassification, Review and Redaction System (ADRRES) [NWMD]
X
X




Artifacts Management System (SNAP) [NL]



X


Case Management Reporting System (CMRS) [NRP]
X
X
X
X


Centers Automated Reporting System (CARS) [NR]


X
X


Centers Information Processing System (CIPS) [NR]

X
X
X


Comprehensive Human Resource Integrated System (CHRIS) [NH]




X

Control and Tracking System (CATS) [NWML]



X


Donor Tracking [NDEV]

X




Electronic Document Management System (e-Docs) [NF]

X




Electronic Time and Attendance Management System (ETAMS) [NA]




X

E-Mail Management [NW]

X




Interim Space Management System (Spaceman) [NWCR]



X


JFK Assassination Collection System [NW]

X

X


Master Location Register (MLR) [NWCR]



X


Microfilm Publication Catalog [NW]

X

X


Microfilm Publication Locator  (Micropubs) [NW]



X


NARA Employee Locator [NH]

X


X

NARA On-line Archives Library Catalog [NW]

X




NARS5 [NR/NW]


X
X


NHPRC Grants Tracking System [NHPRC]

X




National Personnel Records Center Medical Records Registry System [NPRC/MRRS]






NWMW Disposal Log [NW]

X
X
X


On-Line Ordering

X




Order Fulfillment and Accounting System (OFAS) [NA]
X
X


X

PEGASYS [NA]




X

PERPOS [NH]
X


X


Performance Measurement and Reporting System [NPOL]




X

Presidential Electronic Records Library [PERL]
X





PRISM [NAA]




X

Property Management [NA]




X

Public Programs Database [NW]

X

X


Records Center Program Billing System (RCPBS) [NR/NW]
X

X

X

Records Management Applications (RMA) [NH]



X


Researcher Registration System [NWC]

X




SF258 Log (258TS-DD) [NWMD]



X


SF258 Superlog [NWMD]



X


Space Information System (SIS) [NR/NW]


X
X


TASK [NR/NW]


X



Unclassified Redaction and Tracking System (URTS) [NW/NL]
X
X




Table 6.5-2 Matrix Mapping NARA IT Applications to Business Functions

NARA Applications
Functions


Records Service
Administration
Agency Management
Facilities Management
Financial Management
Grants
Human Resources
Information Management
Official Document Publication
Procurement


Federal Agency and Presidential Records Management
Appraisal


Implementation of Disposition
Acquisition of Donated Historical Materials
Documentary Materials Storage
Accession
Process
Preservation
Access
Public Programs










Access to Archival Databases (AAD) [NW]






X

X











Accessions Management Information System (AMIS) [NWME]



X

X
X













Archival Electronic Records Inspection and Control System (AERIC) [NWME]





X
X













Archival Preservation System (APS) [NWME]




X
X
X
X
X











Archival Research Catalog (ARC) [NPOL]






X

X











Archives Declassification, Review and Redaction System (ADRRES) [NWMD]






X

X











Artifacts Management System (SNAP) [NL]






X

X











Case Management Reporting System (CMRS) [NRP]








X











Centers Automated Reporting System (CARS) [NR]


X

X

X

X




X






Centers Information Processing System (CIPS) [NR]


X

X



X











Comprehensive Human Resource Integrated System (CHRIS) [NH]















X




Control and Tracking System (CATS) [NWML]
X
X




















Donor Tracking [NDEV]



X







X








Electronic Document Management System (e-Docs) [NF]

















X


Electronic Time and Attendance Management System (ETAMS) [NA]















X




E-Mail Management [NW]








X











Interim Space Management System (Spaceman) [NWCR]




X

X













JFK Assassination Collection System [NW]






X

X











Master Location Register (MLR) [NWCR]




X

X

X











Microfilm Publication Catalog [NW]






X

X











Microfilm Publication Locator  (Micropubs) [NW]




X

X

X











NARA Employee Locator [NH]
















X



NARA On-line Archives Library Catalog [NW]








X

X











NARS5 [NR/NW]


X

X

X

X











NHPRC Grants Tracking System [NHPRC]














X





National Personnel Records Center Medical Records Registry System [NPRC/MRRS]




















NWMW Disposal Log [NW]


X

















On-Line Ordering








X











Order Fulfillment and Accounting System (OFAS) [NA]








X




X






PEGASYS [NA]













X






Performance Measurement and Reporting System [NPOL]











X








Presidential Electronic Records Library [PERL]








X











PERPOS [NH]


X


X
X
X












PRISM [NAA]


















X

Property Management [NA]












X







Public Programs Database [NW]









X










Records Center Program Billing System (RCPBS) [NR/NW]













X






Records Management Applications (RMA) [NH]
















X



Researcher Registration System [NWC]








X











SF258 Log (258TS-DD) [NWMD]





X
X













SF258 Superlog [NWMD]





X
X













Space Information System (SIS) [NR/NW]


X

X















TASK [NR/NW]


X

X

X

X




X






Unclassified Redaction and Tracking System (URTS) [NW/NL]






X

X











7 Technical Reference Model

7.1 Purpose of the NARA Technical Reference Model (TRM)

The NARA Technical Reference Model (TRM) is an integral component of NARA’s Enterprise Architecture (EA).  The TRM is required by the Office of Management and Budget (OMB) as expressed in OMB Circular A-130.  The purpose of the TRM is to provide a framework for classifying, naming, describing, and defining technology so that NARA can better communicate about technology concepts and technology needs both internally and with its contractors and suppliers. 

7.2 Definition and Scope of the NARA TRM

The TRM provides high-level guidance for the design and implementation of NARA’s technical architecture.  The technical architecture is the composite of all technology-oriented elements of the Data Architecture, Application Architecture, Systems Architecture, Operations Architecture, and Security Architecture. The technical architecture focuses on how IT elements are structured, built, integrated, and operated from a technical perspective (rather than functionally what they do).  The TRM:

a. Introduces, defines, and clarifies the major technical concepts that are fundamental to NARA’s technical architecture.

b. Provides a classification model (or taxonomy) that groups the various types of technologies required by NARA’s technical architecture into seven segments.  The classification model establishes a framework for identifying the information services, technologies, and technical standards used by NARA as expressed in the Standards Profile.
 

c. Provides an overview of NARA’s target technical architecture design.

The scope of the TRM is global, meaning that the framework, concepts, definitions, and standards it sets forth are applicable to all NARA Information Technology (IT) system initiatives.   It is important to stress that the TRM is merely a framework for structuring, classifying, and defining technology, and conceptualizing its use.  The TRM is not intended to provide detailed specifications for how to develop, integrate, and use specific technology components.  Specifications for using various technologies are provided by NARA’s Data Architecture, Application Architecture, Systems Architecture, Operations Architecture, and Security Architecture. 

7.3 Approach to Developing the NARA TRM

The NARA TRM was developed by reviewing TRMs from other large enterprises, then adapting the concepts set forth by these various models to suit NARA’s specific technology needs.
  A distinguishing characteristic of the NARA TRM is an emphasis on middleware and integration technologies.  This particular emphasis is necessary because NARA’s Strategic IRM Plan asserts a preference to buy and integrate commercial-off-the-shelf (COTS) technology components rather than build technology components in-house. Additionally, the focus on web-enabled business services by the emerging Federal Enterprise Architecture (FEA) and E-Government initiatives necessitates the use of integration and middleware components. 

7.4 Sections of the TRM

NARA’s TRM has five major sections as identified in Table 7.4-1 below.

Table 7.4-1  Sections of the TRM

Section
Description

Introduction
The Introduction provides the background, definition, scope, context, and purpose of the NARA TRM.

Fundamental Technical Architecture Concepts
The Fundamental Technical Architecture Concepts section illustrates and describes technical concepts that are key to understanding NARA’s target technical architecture. 

NARA Technology Classification
The NARA Technology Classification identifies and defines the various types of technology components available to NARA.  

NARA Technical Architecture Overview
The NARA Technical Architecture Overview provides a high-level description of NARA’s target technical architecture design, and overviews the solution design patterns that are used to deploy applications.

NARA Technology Standards Profile
The NARA Technology Standards Profile presents the technology standards and recommended product buy-list for NARA. The Standards Profile is contained in Appendix B of the EA.

7.5 Fundamental Technical Architecture Concepts

NARA’s target technical architecture is multi-tier, distributed, component-based, and service-oriented.  The target technical architecture prescribes separating presentation logic, business logic, and data manipulation logic into discrete application software partitions so that software processes can be hosted (or distributed) on whatever platform is appropriate to optimize system scalability, manageability, interoperability, and cost-benefit.  Discussing and specifying multi-tier architectures requires clarification of numerous technology concepts and terms before a reference model can be established and understood. 

7.5.1 Concept of Multi-Tier Architectures

A multi-tier architecture is a form of client-server or cooperative processing.
  Client processes are executing software programs that request that work be done on their behalf. Server processes are executing software programs that respond to the client requests and perform a service.  For example, a client process may request data retrieval from a database. In three-tier architectures, the client tier would execute presentation logic, a second tier would execute business logic and initiate data requests, and a third tier would service the data requests. This concept is illustrated in Figure 7.5.1-1 below.  

Figure 7.5.1-1  Three- Tier Architecture
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In n-tier architectures, each tier of processing could be further decomposed, then distributed and executed across multiple hardware platforms. A multi-tier architecture decomposes application software programs into partitions and specifies the characteristics of the partitions from the perspectives of how the software is constructed and how it executes.  Three commonly understood application partitions as shown in the figure above are defined as follows:  

· Presentation logic. This partition implements the end-user interface. It focuses on the general interaction with the end-user and addresses areas such as screen formatting, window management, keyboard handling, display-related data transformation, and mouse handling.

· Business logic. This partition implements the business rules and business processing required by the application.

· Data Management logic. This partition implements the data access and data manipulation logic required by the application.

Application partitions communicate with each other through well-defined interfaces that allow sharing of critical data and state information.  Application partitioning has several advantages:  

· Different application partitions can execute on the same or separate hardware platforms depending on their processing requirements. This provides flexibility in hardware selection that allows an enterprise to optimize the number and types of hardware platforms it procures based upon operational needs and cost-benefit. 

· The resulting hardware independence helps ensure the scalability of applications because processing can be distributed across numerous processors and platforms.

· Conceptually, the application is abstracted from the underlying technical infrastructure. Application developers can focus on implementing business logic, rather than being concerned with where a specific application partition may execute.

Partitions are essentially collections of one or more software modules. These modules are structured (or built) to focus on specific types of processing and execute as application processes or threads. Modern n-tier and web-enabled architectures often require a more granular decomposition of the basic presentation logic, business logic, and data management logic partitions.  NARA’s decomposition is described in Table 7.5.1-1 below.  

Table 7.5.1-1  Application Partition Descriptions

Partition
Description

User Interface Partition
Provides the User Interface and renders presentation information via a web browser interface, Windows Graphical User Interface (GUI), or terminal interface.


Provides remote presentation of Fat Client applications via terminal server (or similar) session connections. Typically used when required by COTS implementations. 

Web Session Management Partition
Serves Hypertext Markup Language (HTML) / eXtensible Markup Language (XML)-formatted Web Pages via Hypertext Transfer Protocol (HTTP).  Provides Uniform Resource Locator (URL) resolution and establishes and manages Secure Socket Layer (SSL) connections when required. 

Web Logic Partition
Provides field-editing capabilities, data transformation, message construction, and some security services.  Also constructs dynamic web page content using predefined HTML / XML templates and data retrieved from persistent data stores.

Non-Transactional Business Logic Partition
Implements business logic outside of the context of On-line Transaction Processing (OLTP) and Structured Query Language (SQL) transactions.

Transaction Management Partition
Performs transaction processing activities and implements business logic contained within a transactional context. 

Data Management Partition


Performs create, read, update, delete (CRUD) activities on persistent data stores. 

Database Rules Partition
Implements business logic within Database Management System (DBMS) constructs such as triggers, stored procedures, and schema constraints.

7.5.2 Concept of Application

The NARA EA defines an application as a collection of software modules that: (a) provide some level of business specific or generic functionality by using data, (b) have software structure, and (c) execute with certain prescribed behaviors. 

The approach to collecting and grouping software modules into applications is based upon the specifics of the business functions being automated and their relationships to one another.   Applications are comprised of software modules that execute as application processes or threads. An executing application process may be a client process, a server process, or both, depending upon the type of logic being implemented.  Application processes that act as servers are often referred to as application servers, however, application servers can be either software processes that execute on a platform and provide services to clients; or execution frameworks within which software modules are instantiated and managed at runtime.

Frequently, in technical architecture discussions an application server is considered simply as a hardware platform (or box) that runs applications. This usage is misleading when discussing software architecture because the same application server (the process) can exist multiple times simultaneously, and can exist on multiple (and different) hardware platforms. Well-designed software architecture abstracts the executing processes of applications from their underlying hardware platforms, and (ideally) provides hardware independence.  This concept is illustrated in Figure 7.5.2-1 below.

Figure 7.5.2-1 Application Servers
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7.5.3 Concept of Application Software Partitioning

Partitioning of applications can be viewed from three perspectives: functional, structural, and execution.

Functional partitioning addresses how required business functionality is grouped and allocated to various applications.  The collection of business (or generic) functionality into applications is based on the definition of business process threads, the discrete business (or generic) functions that support those business process threads, and the data resources required.   Specifications for functional partitioning are provided by the Application Architecture section of the EA. 

Structural partitioning addresses the architectural and engineering aspects of how software modules are built.  From the structural perspective, an application is constructed of multiple modules (or components / objects) that comprise the partitions that (generally) represent presentation logic, business logic, or data management logic. Specifications for structural partitioning are provide by the Software Architecture section (within the Application Architecture) of the EA.

Execution partitioning addresses how executing software partitions relate to and communicate with each other. It shows the execution path between partitions and between modules within a partition. Specifications for execution partitioning are provided by the Systems Architecture section of the EA via system design patterns.  These patterns map the executing partitions of application software to the underlying technical infrastructure and specify the nature of component interfaces.  Execution partitioning defines the data state, connection state, and security state of an application thread as it executes end-to-end.

It is important to clarify the differences between applications and systems.  As described above, applications are collections of software modules that provide functionality (by using data), have software structure, and execute with certain behaviors.  Systems are more comprehensive in that they include hardware and communications infrastructure, business processes, operations processes, facilities, organizations, people and many other elements in addition to the application software.  In fact, large IT systems frequently require numerous discrete applications (in addition to these other elements) to deliver the required business capabilities.  

7.5.4 Concepts of Modularity and Coupling

Modularity is a software engineering concept that is used to express how large applications are decomposed and structured into small, manageable, and (ideally) reusable parts. Three terms that are often used to express software modularity in modern software architectures are objects, components, and services. Generally, objects represent the lowest level of software decomposition; components are collections of objects within a homogenous application that are grouped to provide specific functionality and promote functional reuse; and services are collections of components having interfaces that are designed using emerging web-services standards and operate in the context of a Service-Oriented Architecture (SOA).

Software modules have interaction with other software modules and interaction within themselves.  From the software integration perspective, coupling is the degree of interaction between two software modules and cohesion is the degree of interaction within a software module. 
  Use of the term coupling is often confusing because its has a different connotation depending upon whether: (a) it is used in the context of software integration / application integration, or (b) the reference is to the characteristics of module design or the characteristics of module interfaces.  

Good software designs use modules that have low coupling (or are loosely-coupled) and high cohesion. Modern, object-oriented (OO) software designs extend the benefits of loosely-coupled and highly cohesive modules by using data encapsulation, data abstraction, inheritance, polymorphism and information hiding techniques.
 Objects encapsulate both data attributes and methods, and present their methods through a well-defined interface.  From a software integration perspective, the modules that comprise a given application are both loosely-coupled and highly cohesive if they are implemented using object-oriented (OO) techniques. 

From the application integration perspective the term coupling is often used to express the characteristics of the communication interface used during application-to-application communication at execution time.  Good application design practices prescribe loosely-coupled applications that invoke asynchronous interfaces at execution time. While tightly-coupled software interfaces use synchronous communications that imply a stateful request / reply connection, loosely-coupled application interfaces use asynchronous communications that imply a stateless messaging connection. The emerging concept of Service-Oriented Architectures promises to extend the usability of loosely-coupled application components by using implementation-neutral, web-based, interface standards such as Simple Object Access Protocol (SOAP), Web Services Description Language (WSDL), and Universal Description, Discovery, and Integration (UDDI).

Generally, the interfaces between software objects and software components are tightly-coupled (or synchronous), and the interfaces between applications and the interfaces to application services are loosely-coupled (or asynchronous).  It should be noted that whether an interface call is invoked via a synchronous or asynchronous connection at execution time has nothing to do with software coupling.  Communication between software modules can be invoked via a well-defined interface on an object (synchronous connection) or via a well-defined interface through a message broker (asynchronous connection).  In either case the modules are loosely-coupled if they are OO implementations.  The point here is to invoke the most efficient and appropriate communication interface for the application and not to worry about the underlying connection mechanics.
  A well-defined interface can be executed via either connection scheme.  If the relationship between the communicating parts of an application is conversational or sensitive to response time latency (e.g. OLTP), a synchronous connection is more appropriate.  Likewise, if the relationship between the communicating parts of the application is event driven (fire and forget, store and forward, publish and subscribe) or web-service oriented, an asynchronous connection is more appropriate.  It is unlikely that a single communication approach will be appropriate in all cases.  Figure 7.5.4-1 below illustrates the concept of coupling.

Figure 7.5.4-1  Module and Interface Coupling
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7.5.5 Concepts of Application Integration

The ability to integrate applications is necessary because of the diversity of business functionality required by NARA and the large number of products that will likely be required to provide that functionality.  Integration considerations become even more important when an enterprise has a combination of COTS products, custom developed software, and legacy applications that must interact.  Application integration can be viewed from the functional, structural, and execution perspectives as discussed in the section above.  However, the technical architecture is concerned only with the structural and execution aspects of application integration, not the functional nature of the interfaces in a business context. 

Technically, application software integration can be viewed across two dimensions: (1) Intra-application integration, i.e. integrating application partitions within a single application (often called software integration), and (2) Inter-application integration, i.e. integrating application partitions across multiple applications.  Application software should be constructed such that the executing application partitions use object-oriented / component-based modules that can expose their functionality and communicate using well-defined interfaces.  At execution time these interfaces may communicate synchronously or asynchronously, and communication may occur between software processes or software components depending upon the needs of the applications.  

7.5.5.1 Intra-Application Integration

As discussed above, distributed, component / object-based software architectures specify that modules within an application (intra-application) are invoked synchronously using method calls.
  If the referenced object method resides on the same hardware platform as the calling object, the call is implemented via a synchronous inter-process communication or direct memory access. If the referenced object method resides on a remote hardware platform from the calling object, the call is implemented as a synchronous remote procedure call (RPC) or remote method invocation (RMI), usually through a connection pool.
  Intra-application partition communication will typically be synchronous if applications are based upon a Microsoft Component Object Model (COM / .NET), Java-2 Enterprise Edition (J2EE) Component Object model, or Common Object Request Broker Architecture (CORBA) software architecture.  This is particularly true for On-line Transaction Processing (OLTP) applications, as transactions tend to be conversational and stateful in order to assure high performance and low-latency, and facilitate database locking and concurrency requirements.  Figure 7.5.5.1-1 below illustrates this concept.

Figure 7.5.5.1-1  Intra-Application Integration
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7.5.5.2 Inter-Application Integration

When integrating modules across applications (inter-application), performing event-driven processing, and integrating software services (particularly web-services) asynchronous interfaces are often very appropriate (although synchronous interfaces can also be used).  Asynchronous communications are used in non-conversational application designs where timing and on-line transaction concurrency is not critical. Asynchronous communications are generally implemented via some type of a messaging interface. Figure 7.5.5.2-1 below illustrates this concept.

Figure 7.5.5.2-1  Inter-Application Integration
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7.5.6 Concept of Data Integration

In a large enterprise such as NARA, it is inevitable that a variety of different IT systems will be used to produce, store, and manage the agency’s critical data.  A sound data integration approach provides the ability to reuse and share data across numerous IT systems by providing a well-defined set of interfaces which applications can use to access both structured (DBMS-based) and unstructured (non-DBMS-based) data stores. Each of the five following approaches to data integration has its strengths and weaknesses and is best suited for different types of IT system environments.

1. Mediated Virtual View.  With this approach, an integrated view of multiple data sources is provided via a mediated data access service.  The mediated data access service abstracts application queries from the individual data sources by using wrapper techniques, mediated schema, and a reformulation engine.

2. Schema Mapping and Transformation. With this approach, an integrated view of multiple data sources is provided via schema-to-schema mapping and transformation. There are many ways to map and transform schemas. Use of XML as a standard metadata language is gaining popularity. XML adapters and add-ons are now available for every major relational Database Management System (DBMS) such as Oracle and Microsoft SQL Server.

3. Materialized View. With this approach, filtered sub-sets of information from one or more data sources are pre-stored (materialized) in a repository (warehouse) and can be queried later by users. This approach is typically used for data warehousing and on-line analytical processing (OLAP) applications.

4. Software Integration Middleware. This approach uses application server technologies that allow application software modules to access data sources directly via well-defined application programming interfaces.  

5. Special Purpose Applications. With this approach, special-purpose applications are developed to access data sources directly and combine the data retrieved from these sources within the application.

Although NARA may need to use a number of the data integration approaches described above, the Mediated Virtual View approach is NARA’s preferred data integration approach because it is the best fit for heterogeneous application and database environments that include multiple COTS packages. This approach can integrate heterogeneous data sources (which can be databases, legacy systems, web sources, etc.) by providing virtual views of any data source designed to participate in the mediated data access service. Applications performing queries via the mediated data access service do not have to know about data source location, schemas or access methods, because the mediated data access service presents one global schema to the applications (called a mediated schema) and applications execute their queries based upon the mediated schema. Figure 7.5.6-1 below provides an overview of mediated virtual view integration approach. Table 7.5.6-1 below describes the major components of a mediated virtual view data integration approach.

Figure 7.5.6-1  Data Integration using a Mediated Virtual View Approach
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Table 7.5.6-1  Major Components of a Mediated Virtual View Data Integration Approach

Component 
Description

Application Queries
Application queries are the software modules that invoke the interface to the data management partition of the application by using the data manipulation language of the data access service.

Mediated Schema
The mediated schema is a specialized database schema that integrates the entities, attributes, and relationships contained in the schema of multiple data sources to provide a homogeneous view of information.

Mediator
The mediator is a type of data integration middleware that allows applications to query heterogeneous data sources in a uniform way. 

Reformulation Engine
The reformulation engine is a component of the mediator that receives queries from applications and transforms the queries into a uniform query language.

Optimizer
The optimizer is a component of the mediator that optimizes the transformed query based upon the query’s execution requirements. 

Execution Engine
The execution engine is a component of the mediator that runs the query. 

Data Source Catalog
The data source catalog is a specialized data dictionary that contains meta-data about all data sources managed by the Mediator.  The catalog contains information such as data source contents, data source capabilities, physical properties of the data source and network, and statistics about the data source.


Wrapper
The wrapper is a data transformation software component that maps and converts the local view of a data sources to a uniform data model as described by the mediated schema. The DML (usually SQL) of the local data source is (generally) embedded within the wrapper.

Data Source
The data source is a structured or unstructured data store that participates in the mediated data service.  

The mediated virtual view approach is becoming a de facto industry standard as many vendors are marketing mapping and transformation capabilities as a core component of their integration frameworks. This approach is the most suitable for integrating COTS application packages because it does not alter the COTS application data model.  Data sources in a mediated virtual view approach have complete autonomy, which means it is easy to add or remove new data elements. Mediated virtual view is a modularized approach to data integration that maintains the integrity of COTS application packages and facilitates their integration.  

7.5.7 Concept of Middleware

The point of the above discussions on multi-tier architectures, application partitioning, modularity, application integration, and data integration is to provide a context for understanding middleware.  Middleware is generally defined as a set of runtime software services that: (a) enable application-level interactions between programs residing on different platforms and (b) insulate clients and servers (and application developers) from the knowledge of environment specific communications and data access mechanisms.  Conceptually, middleware is the glue that holds together the disparate system components in a distributed computing environment.  There are numerous middleware technologies that are specified by the NARA Technology Classification Model in the section below.  Middleware technologies inevitably play a major role in integrating applications, particularly when applications and technologies are purchased rather than constructed in-house.  The major categories of middleware are illustrated in Figure 7.5.7-1 below and defined as follows:

· Web Integration Middleware is technology designed specifically to enable Web Services (WS), i.e. the integration of loosely-coupled software services and components over a network using web-oriented technologies.  Web Integration Middleware includes technologies such as Portal Application Servers and SOAP.  It should be noted that Web Services represent an emerging technology concept, not a market with a clear set of products.  As such, many web services technologies (at this point in time) are really just specifications for service-oriented messaging facilities. These technologies are identified in the middleware segment of the NARA Technology Classification Model because of the current emphasis placed on web services technologies by FEA directives and emerging technology markets.

· Process Integration Middleware is technology designed to: (a) integrate applications from the perspective of the business process domains that the applications support, or (b) provide inter-application integration.  Process integration middleware includes technologies such as Integration Brokers and Workflow Managers. 

· Software Integration Middleware is technology designed to integrate application components and objects from the perspective of the underlying software structures and provide intra-application integration capabilities.  Software integration middleware includes technology such as Application Servers and Transaction Processing Monitors. 

· Data Integration and Management Middleware is technology specifically designed to enable the integration of data within and across applications.  Data Integration and Management Middleware includes technologies such as Database Gateways and Mediated Data Services.

Figure 7.5.7-1  Categories of Middleware
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7.5.8 Concept of Application User Categories

NARA’s technical architecture incorporates the concepts of controlled application and information access, and user roles.  The details regarding users, roles, and access control are specified as part of the Security Architecture; however, a brief introduction to the general categories of users serviced by NARA applications is required to understand the target technical architecture. NARA defines three general categories of application users as follows:

· Public users can access certain NARA applications and information via the public environment.  Access to the public environment is unrestricted and there is no requirement for public users to authenticate themselves or be granted authorization to access the applications and information in the public environment.  The public environment is accessible via the public portal (www.archives.gov) using the Internet or (in limited cases) the telephone. 

· Registered users are granted some level of trust by NARA.  Registered users may be from the general public, from businesses and organizations affiliated with NARA, or from other government agencies. Registered users can access certain applications and data beyond what is provided in the public environment; however, registered users must authenticate themselves and be authorized to access the additional information.  The level of authentication and authorization required can vary depending upon the role of the registered user, the level of trust established, and the sensitivity of the information being requested.  Registered users can access applications and information via the registered portal using secured Internet links or via NARA’s extranet.  

· Employees work for the agency and are generally granted a higher level of trust by NARA.  Employees can access information and applications directly from their work environment; however, employees must authenticate themselves and be authorized to access the information and applications they request. The level of authentication and authorization granted to employees can vary depending upon the role of the employee, the level of trust established, and the sensitivity of the information being requested.  Employees access applications and information primarily via the internal employee portal using NARA’s intranet (NARANET). In some cases, applications may be accessible via the external employee portal using secured Internet links or NARA’s extranet.  

7.6 NARA Technology Classification

NARA classifies technology within the context of a seven segment model as illustrated in Figure 7.6-1 and described in Table 7.6-1 below.   The segments are broad categorizations of technologies and technology services for which technology and product standards are established.  Each segment is further defined in subsequent sections below.  It should be noted that technology classifications can change over time as technologies and technology markets evolve.

Figure 7.6-1  The NARA Technology Classification Model
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Table 7.6-1 NARA Technology Classification

Segment
Description

Business Process
The business process segment classifies the business processes that are used to execute the business of NARA.  

Application
The application segment classifies the application software used by NARA in support of its business processes.  It includes business applications and generic applications. 

Middleware
The middleware segment classifies the technologies used to integrate applications and data across NARA.  Middleware components are used for web integration, business process integration, software integration, or data integration and management.

Enterprise Common Services
The Enterprise Common Services segment classifies sets of re-useable software components that are typically required by all software applications in the enterprise.  They are generally custom developed. Enterprise Common Services also include system and software development technologies.

Technology Infrastructure
The Technology Infrastructure segment classifies the hardware and software platforms, communications hardware and services, and physical computing facilities used to host NARA’s applications.   

Integrated Security Management
Integrated Security Management classifies the technologies, services, and processes used to implement and manage IT security measures across technology components in the enterprise. 

Enterprise System Management
Enterprise System Management classifies the technologies, services, and processes used to implement and manage technology components in the enterprise.

7.6.1 Business Process Segment

The business process segment is the point at which business users interact with technology components (usually applications) in the context of business processes.  Business processes are not actually technologies.  They are identified only for completeness of the classification model.  NARA’s business processes are described in the Business Architecture section of the EA.  

7.6.2 Application Segment

The purpose of the application segment is to classify the types of application functionality used by NARA for the purpose of establishing product and technology standards
.  The two major groupings of applications are business applications and generic applications. Business applications are applications that support specific NARA line-of-business or internal management functions such as Records Management Lifecycle, Human Resources, Records Center Reimbursable, Corporate Accounting, and Customer Service. Generic Applications are general purpose applications that do not support a specific set of business processes but rather are shared across many business processes.  They include applications such as e-mail, office automation, document management, and knowledge management.  Business applications are classified in the Functional Partitioning section of Application Architecture.  This category of applications is noted here only for completeness of the model.  Table 7.6.2-1 below classifies the generic applications used by NARA. 

Table 7.6.2-1  Application Segment

Application Type
Description

Generic Applications

E-mail and Messaging
E-mail and Messaging applications provide functionality for the electronic transfer, storage, and management of messages (and attachments) to include e-mail, web mail, fax, voice mail, paging, instant and short messaging, and streaming video.  These applications may provide either discrete channel or universal messaging support for message formats communicated over the Internet, Extranet, Intranet, Telephony, or converged services communications channels. 

Office Automation and Personal Productivity
Office Automation and Personal Productivity applications provide basic end-user functionality and tools including:

· Word processors,

· Electronic Spreadsheets,

· Presentation and graphics development tools,

· Personal calendars, schedulers, and task managers,

· Personal database tools, and

· Project management tools.

Document and Content Management
Document Management applications provide functionality for the development, imaging, versioning, publication, and workflow management of electronic documents and web content. 

Workgroup / Collaboration
Workgroup / Collaboration applications provide departmental multi-user functionality for activities such as group calendaring and scheduling, group project management, group discussion databases, interactive white board sessions, bulletin boards, group conferencing, and group workflow management. 

Knowledge Management 
Knowledge Management (KM) applications support the management of intellectual assets and facilitate the design and implementation of business processes that are used for creating, capturing, organizing, accessing, reporting, displaying, and using knowledge in an enterprise.  KM applications provide functionality for activities such as:

· Business Intelligence and Analytics, 

· Content Integration,

· Data Warehousing, Data Mining, and Decision Support,

· Executive Information Management,

· Corporate Performance Management,

· Workforce Management and Training,

· Statistical Analysis, and

· Expert Systems Rules and Inference Engines.

Channel Management
Channel Management Applications support the queuing, routing, presentation, and management of both inbound and outbound contacts across discrete channels or universal queues.  Channel management applications provide functionality such as:

· Presentation Services
 (Windows, Terminal Emulation, Web Browsers),

· Call Center / Contact Center Metrics and Reporting,

· Universal Queuing,

· Contact Termination, 

· Contact Routing and Management,

· Automated e-mail Response,

· Web Self-service,

· Customization,

· Predictive Dialing, and

· Interactive Voice Response (IVR).

7.6.3 Middleware Segment

The purpose of the middleware segment is to identify and describe the technologies that are used to integrate applications and data.  The four major groupings of middleware described in Table 7.6.3-1 below are: Web Integration Middleware, Process Integration Middleware, Software Integration Middleware, and Data Integration and Management Middleware.

Table 7.6.3-1  Middleware Segment

Technology Type
Description

Web Integration Middleware 

Portal Application Servers
Portal Application servers are commercially available software infrastructure products that provide personalized access to relevant information, applications and processes for the employees, customers, and suppliers an enterprise.  Portal Application Servers typically provide functionality to include:

· Personalization,

· Directory Service Integration,

· Security Integration,

· Servlet Integration and Backend Application Services Integration, and

· Content Searching.

Message Transport Protocols
Message Transport Protocols provide the communications infrastructure capabilities required to integrate web services activities over a network to include TCP/IP and Hypertext Transfer protocol (HTTP).

Message Format Specifications
Message Format Specifications provide standards for structuring and describing the XML-based message payloads exchanged between communicating web services components. 

Message Invocation Specifications 
Message Invocation Specifications provide standards for the protocols used to invoke web services to include SOAP and eXtensible Markup Language Protocol (XMLP). 

Services Description Specifications 
Service Description Specifications provide the standards for describing what a web service is and how its facilities can be accessed.   The current specification being developed in this area is the Web Services Description Language (WSDL). 

Locator Service Specifications
Locator Service Specifications provide the standards for identifying, describing, and locating web service components. The emerging specifications being developed in this area include:  Universal Description, Discovery & Integration (UDDI), and Web Services Inspection Language (WSIL) for non-registry-based web services. 

Workflow and Business Process Coordination Specifications
Workflow and Business Process Coordination Specifications provide the standards extending business process execution via web technologies to include Business Process Execution Language for Web Services (BPEL4WS), Web Services Coordination (WS-C), ebXML, and Web Services Transaction (WS-T).  

User Interface Specifications
User Interface Specifications provide the standards for consuming web services to include: Web Services Remote Portal (WSRP), Web Services for Interactive Applications (WSIA), and Java Specification Request (JSR)-168.

Trust and Security Specifications
The standards for securing web services interactions include a range of emerging specifications such as:

· WS-Security for securely exchanging messages over SOAP,

· Security Assertion Markup Language (SAML) for authentication and authorization,

· eXtensible Access Control Markup Language (XACML) for access control,

· eXtensible Rights Markup Language (XrML) for rights management, 

· WS-Policy to describe the capabilities and constraints of security policies on intermediaries and endpoints,

· WS-Trust to describe a framework for interoperable web services trust models,

· WS-Privacy to describe how privacy preferences are stated,

· WS-SecureConversation to describe how to manage and authenticate message exchanges,

· WS-Federation to describe how to manage and broker trust relationships in a federated environment, and

· WS-Authorization to describe how to manage authorization data and policies.

Process Integration Middleware

Business Activity Monitors
Business Activity Monitor (BAM) technologies analyze the history of business events from a message warehouse or real-time operational data store to track the accuracy, effectiveness, quality and security of interrelated business activities.

Business Process Managers / Workflow Engines
Business process Manager (BPM) / Workflow technologies coordinate, route and remember each step in the life cycle of each instance of a business process.  A runtime execution engine guides business activities through the defined process flow during which a variety of both software applications as well as tasks for humans to complete, can be invoked.  The runtime environment maintains the state of each process instance enabling these processes to be monitored and administered   Since the state data is also archived, post-completion analysis can be performed to extract, refine and build end-to-end views of business process intelligence.

Business Rules Engines
Business rules engines provide applications and tools that allow for the capture, execution, and management of rules to support:   

· BPM/Workflow, 

· Inference engines,

· Case-Based reasoning,

· Just-in-Time (JIT) rule language deployment, and

· Dynamic rule compilation.

Integration Brokers
Integration Broker technologies provide at least two key functions:

· Transformation to translate message or file contents, including syntactic conversion and semantic transformation, and

· Intelligent routing such as content-based routing and publish-and-subscribe.

Integration Adapters
Integration Adapter technologies provide abstracted interfaces that facilitate the integration of specific COTS applications or technologies (e.g. PeopleSoft adapters or Database Management System [DBMS] adapters), or provide architectural integration frameworks for adapters (e.g. Java Connector Architecture).

Software Integration Middleware

Application Servers
Application Server technologies provide comprehensive runtime services and management capabilities for software systems that are based upon distributed component / object architectures.  Application Servers generally support one of the major component object models (J2EE, COM / .NET, CORBA) and tend to integrate rudimentary web integration capabilities (e.g. servlet processing, HTML and HTTP processing, connection pooling). 

Object Request Brokers
Object Request Broker (ORB) technologies provide distributed object locator and invocation capabilities for distributed, object-oriented software systems.  Most ORBs are based upon the Common Object Request Broker Architecture (CORBA).  Most ORB-like functions have been subsumed by modern Application Server technologies.

Transaction Processing Monitors
Transaction Processing Monitor (TPM) technologies enable and manage the use of multiple resource managers and types of resource managers within a single transactional context (e.g. embedding Oracle DBMS, SQL*Server DBMS, and MOM resource calls within a single transactional COMMIT).  TPMs are essentially resource managers that provide a set of transaction processing software primitives within an execution framework.

Object Transaction Monitors
Object transaction Monitor (OTM) technologies provide the same capabilities as TPMs but are designed specifically for Object-Oriented software systems.

Message Oriented Middleware (MOM)
Message Oriented Middleware technologies provide common data transport capabilities between (usually) asynchronously communicating applications.  They support store-and-forward messaging, guaranteed only-once delivery of messages in the order sent when sending data to known targets, and publish / subscribe addressing when there are multiple or unknown recipients.  Many MOM products also provide rudimentary data transformation and routing capabilities. 

File Transfer and Transport Services
File Transfer and Transport technologies provide the basic capability to transfer data streams point-to- point between software processes on the same or differing system platforms (e.g. FTP, 3770). 

Screen Scrapers and Wrappers
Screen Scraping and Wrapper technologies are fundamentally legacy integration technologies.  Screen Scraping technologies allow data flows to be intercepted and acted upon (routed, transformed, edited) at the point of the presentation interface.  Wrapper technologies provide capabilities for traditionally developed legacy software modules to encapsulate and expose functionality such that they can participate in distributed-component and service-oriented architectures. 

Data Integration and Management Middleware

Database Connectors
Database Connector technologies provide the system software infrastructure that allows client-based business logic partitions to bind and invoke server-based data logic processing over a network.  These are the fundamental database drivers that are based upon the general Open Database Connectivity (ODBC) or Java Database Connectivity (JDBC) standards, or are native to the DBMS. 

Database Gateways
Database Gateway technologies expand upon the database connector technologies to provide data translation and data conversion features when bridging between dissimilar DBMS products (Oracle / SQL*Server) or architectures (SQL / non-SQL). 

Mediated Data Services
Mediated Data Service technologies allow the integration of heterogeneous data sources and formats by providing virtual view (via a global or mediated schema) of all data resources.  Queries pass through an intermediary execution engine that handles all semantic, transformation, optimization, and data locator requirements on behalf of the requesting client processes. 

Federated Data Services
Federated Data Service technologies allow autonomous, heterogeneous data resources (e.g. DBMS, XML files) to participate in a federation and share data (via some variation of a global schema and execution engine) while also maintaining the capability to operate independently.  

Information Warehouses
Information Warehouse (IW) technologies physically integrate data from various sources (via Extract, Transformation, and Load [ETL] processes) to provide a unified view of a single data repository. An IW repository is usually structured and optimized for intensive data mining and business analysis so that the on-line production systems are not adversely impacted by these resource intensive activities.

7.6.4 Enterprise Common Services Segment

The purpose of the Enterprise Common Services (ECS) segment is to identify and describe the functional capabilities that are shared across all enterprise applications.  ECSs are made available to applications through Application Programming Interfaces (APIs), which are functions having documented and well-defined interfaces. ECSs exist because they provide significant benefits as summarized below:

· Reduces code – The amount of code to develop and maintain is reduced because common functions are not implemented multiple times by various application developers. Instead, they are implemented only once in common code, or purchased Commercial-Off-The-Shelf (COTS) software.

· Reduces software complexity – Application design standards and guidelines are supported and enforced through the use of ECS, thereby reducing variance in software implementation and reducing software complexity.

· Simplifies application development – The use of ECSs simplifies application development by abstracting lower-level functions into simpler interfaces for the developer.

· Reduces change impacts – ECSs reduce the overall impact of code changes by isolating interfaces to COTS or other software within ECS common code.

· Reduces runtime resource consumption – The use of certain kinds of ECS (e.g., dynamic linked libraries) reduces the memory and storage footprints of applications.

· Reduces and isolates specialized skill needs – The use of ECSs isolates technology-dependent specialized skill needs to the group responsible for developing common services software. Conversely, every development project would be required to staff the full range of technology-dependent skills required by the project.

NARA’s ECSs are identified and described in Table 7.6.4-1 below.  Specifications for ECSs are provided as part of the Systems Architecture. 

Table 7.6.4-1  Enterprise Common Services Segment

Service Type
Description

Records Management
Records Management Services provide common library functions that are used to instrument application code for records management. Records management capabilities include: (a) Identifying records, (b) Associating and disassociating metadata with records, and (c) Linking associated records.

Security
Security Services provide a set of security functions via COTS products, NARA security applications, and NARA common code libraries. These functions enable security measures (e.g., authorization and auditing) to be implemented by NARA business applications in a consistent and deterministic manner.  Security measures implemented in business applications interact with security measures provided by specific NARA security applications, system infrastructure, physical security, administrative procedures, and NARA security policies and processes to form the composite security architecture for the enterprise.

Enterprise Systems Management Integration 
Enterprise System Management (ESM) Integration services provide common library functions that are used to instrument application code for Enterprise System Management Services and processes. 

Directory
Directory Services provide a set of directory functions via COTS products, NARA directory applications, and NARA common code libraries.  Directory services are used by applications to locate, address, and retrieve information about resources on a network by using directory architectures such as X.500, LDAP, or Active Directory.   

Transaction 
Transaction Services provide applications a mechanism by which a series of discrete, logical steps can be treated as a single unit of work. These steps could involve a single resource manager (e.g., database) or several resources managers (e.g., several databases or MOM and a database). Atomic update of several resources in a single unit of work is called a distributed transaction. Transaction Services are generally implemented as a set of low-level APIs within a software framework that provide applications with structured commit and rollback functions via a TPM (or OTM). 

Data Access
Data Access Services provide of a set of business-specific data access routines that give applications access (create, read, update, delete) to persistent, online data stores. The Data Access Service is managed as an enterprise common service because like the data stores themselves, they will be shared among applications, i.e., each application should not use a unique routine to access the same data.  Data Access Services provide data abstraction to application developers and isolate them from the underlying details of database structures and the data manipulation languages (DML). All data management and data optimization activities are isolated in the Data Access Service allowing database specialists to independently construct and maintain the service without impact to the applications that use them.  Data Access services can stand alone or be layered into a federated or mediated data integration service.

Software Development and Test
Software Development and Test Services provide the standard set of technologies and tools used to construct and test custom software developed by NARA, or manage the software acquisition process to include:

· Requirements Management,

· Integrated Development Environments (IDE),

· OO Analysis and Design Tools,

· Repository and Metadata  Management Tools,

· Configuration Management and Version Control Tools,

· Test Automation and Management Tools,

· Debugging, Compilation, and Builds Tools,

· Code Generation Tools,

· Modeling and Simulation Tools, and

· Defect Tracking and Feature Management Tools.

7.6.5 Technology Infrastructure Segment

The purpose of the Technology Infrastructure segment is to identify and describe the platform technologies and communications facilities used to host applications and systems.  Three major groupings of technology infrastructure components are described in Table 7.6.5-1 below as follows:

1. Operating Systems (OS) and Resource Managers are the system software components that provide and manage system services such as DBMS, Backup and Recovery, Storage Management, File Systems Management, and Printer and Output Management.

2. Communications Systems are the network infrastructure and services used to enable the transmission and management of information flows such as Local Area Networks, Wide Area Networks, Telephony Systems, and Video Systems. 

3. Hardware Platforms and Physical Infrastructure include the devices and physical plant components used to host and support systems such as servers, end-user devices, storage arrays, Uninterruptible Power Supplies (UPS), and cable plant.  

Table 7.6.5-1  Technology Infrastructure Segment

Technology Type
Description

Operating Systems and Resource Managers 

Desktop / Laptop Operating Systems
Desktop / Laptop operating systems (OS) are the main control programs that run the hardware for these platforms and provide a host environment for applications.  They are typically optimized for single user environments.  Mainstream OSs include Microsoft Windows, Macintosh OS, and Linux.    

Server Operating Systems
Server operating systems are the main control programs that run the hardware for servers.  They are typically optimized for multi-user, multi-tasking environments. They typically provide capabilities for system administration and management, backup, recovery, and monitoring of system resources.  Mainstream server OSs include UNIX, Microsoft WindowsNT, and Linux.

Mainframe Operating Systems
Mainframe operating systems are the main control programs that run the hardware for IBM Plug Compatible Mainframes (PCM).  They are typically optimized for high-end multi-user and multi-tasking environments based upon proprietary IBM architectures such as OS-390.

Local Area Network (LAN) Services
Local Area Network (LAN) Services are used to integrate, manage, and support desktop platforms over a LAN.  These services provide capabilities such as file sharing, printer sharing, software sharing and metering, address management, remote access and dial-in, distributed presentation, centralized backup, and remote desktop configuration and monitoring.  LAN service capabilities are typically embedded in server operating systems. 

Database Management Systems
Database Management Systems (DBMS) are software-based resource managers that provide a layer of abstraction between a physical database and the applications that use the physical data.  A DBMS provides facilities to create, read, update, and delete data in a shared environment and also provides utilities to replicate, backup, recover, and manage the data environment.   Most modern DBMS are based upon the relational database model and provide extensions to specialized structures like objects and XML schemas. 

Storage Management Systems
Storage Management Systems are software-based resource managers that are used to attach, configure, and manage secondary storage devices (e.g. disks, tapes).  Storage Management Systems help to separate logical device management from physical device management and provide utilities to backup, restore, and replicate data. 

Specialized Operating Systems
Specialized operating systems are the main control programs used to run specialized hardware devices such as cell phones, switches, Personal Data Assistants (PDA), or real-time platforms (e.g. Palm OS, Cisco IOS, and IVR-OSs). 

Communications Systems

Local Area Network / Metropolitan Area Network (LAN / MAN) Devices
Local Area Network / Metropolitan Network (LAN / MAN) devices are the physical hardware platforms that comprise the LAN / MAN infrastructure such as:

· Departmental Routers,

· Hubs, and

· Ethernet Switches.

Local Area Network / Metropolitan Area Network Protocols and Services 
LAN / MAN Protocols and Services are the standards and structures that guide, manage, and regulate how communications are implemented on the network such as:

· Ethernet (10 / 100 / 1000), and

· Transmission Control Protocol / Internet Protocol (TCP / IP).

Wide Area Network (WAN) Devices
Wide Area Network devices are the physical hardware platforms that comprise the WAN infrastructure such as:

· Enterprise Routers,

· Digital Service Units (DSU), and 

· Modems.


Wide Area Network Protocols and Services
WAN Protocols and Services are the standards and structures that guide, manage, and regulate how communications are implemented on the network such as:

· Digital Signal (DS-n),

· Synchronous Optical Network (SONET),

· Frame Relay (FR),

· Optical Carrier (OC-n),

· Video Conferencing and Broadcasting,

· Virtual Private Networks (VPN), and

· Wireless Technologies.

Telephony Devices
Telephony devices are the physical hardware used to support voice, communications via the Public Switched Telephone Network such as:

· Telephones,

· Private Branch Exchange (PBX) switches,

· Automatic Call Distributor (ACD) switches, and

· Interactive Voice Response (IVR) platforms.

Videoconferencing and Multimedia Devices
Videoconferencing and multimedia devices are the physical hardware used to support videoconferencing, and video and multimedia presentations as:

· Videoconferencing platforms,

· Video and multimedia displays, and

· Closed circuit analog and digital TV.

Telephony Protocols and Services
Telephony Protocols and Services are the standards and structures that guide, manage, and regulate how telephony communications are implemented such as:

· Integrated Services Digital network (ISDN),

· Signaling System 7 (SS7),

· Dual Tone Multi Frequency (DTMF) signaling, and

· H.323.

Converged Services Network Devices
Converged Services Network Devices are the physical hardware platforms that comprise the infrastructure that support telephony, data, and video networking traffic over a single physical infrastructure such as:

· Optical Ethernet, and

· Integrated Access Devices (IAD).

Converged Services Network Protocols and Services 
Converged Service Protocols and Services are the standards and structures that guide, manage, and regulate how communications are implemented over a multi-services network such as:

· Voice over IP (VoIP), 

· Multi-Protocol label Switching (MPLS), and 

· IP Quality of Service (QoS) protocols such as Reservation Protocol (RSVP) and Real-time Protocol (RTP).

Hardware Platforms and Physical Infrastructure

Desktop and Laptop Computers
Desktop and laptop computers are hardware platforms that configured primarily for individual use by end-users, technicians, and support staff.  

Servers
Servers are hardware platforms configured to provide shared services to multiple users or software processes.  Servers typically specialize in providing a limited number and type of services (e.g. DBMS, e-mail).  Servers can be deployed in small, medium, and large configurations (processor, memory, and storage) depending upon system performance and capacity requirements.  

Mainframes
Mainframes are hardware platforms that specialize in supporting very large scale data management and transaction processing environments.  These environments have processing and reliability needs that extend beyond the capabilities of general purpose server platforms.   

Specialized Devices
Specialized devices are hardware platforms that are configured to support a specific type of processing need rather than to provide general purpose computing capabilities such as:

· Cell Phones,

· Personal Digital Assistants (PDA),

· Printer Sharing Devices,

· Point of Sales (POS) terminals, and

· Network testing equipment.

Storage Sub-systems
Storage Sub-systems area hardware platforms configured to contain large numbers of disk and tape devices that are shared across numerous servers but centrally managed.  These sub-systems also provide hardware redundancy and fail-over capabilities for environments with high-reliability needs.  They typically provide very high speed, hardware-level backup, replication, and copy capabilities and may be configured in Network Attached Storage (NAS) or Storage Area Network (SAN) architectures. 

Power Sub-systems
Power subsystems are used to assure reliable power is available to all hardware devices and provide capabilities such as:

· Uninterruptible Power Supply (UPS), 

· Battery backup,

· Power generation,

· Power regulation,

· Surge protection,

· Power conditioning,

· Power distribution and access, and

· Redundant power supply.

Cable Plants
Cable plants provide the physical (or wireless) infrastructure used to connect devices to networks or computers such as:

· Twisted Pair Cabling,

· Fiber Cabling, and

· Patch panels and cable concentrators.

7.6.6 Integrated Security Management Segment

The purpose of the Integrated Security Management segment is to identify and describe the technologies used to secure applications, data, and technology infrastructure.  Six major groupings of security measures are described in Table 7.6.6-1 below as follows:

1. Identification and Authentication measures assure that the resource, process, or user requesting access to a resource is the process or user it claims to be.  Authentication measures verify proof of identity and use technologies such as username / passwords, authentication servers (or services), digital certificate technologies and services, and tokens. 

2. Authorization measures assure that resources, users, or processes, once authenticated, are allowed to access to the specific resource or service requested if privileged to do so.  Authorization measures also assure that unauthorized resources, users, or processes are precluded from access.  Authorization measures use technologies such as access control lists, authorization servers, role and policy managers, and perimeter protection technologies.  

3. Confidentiality measures protect the privacy of information whether stored on file or transmitted as part of a conversation over a network.  Confidentiality measures use technologies such as secret key encryption and pubic key encryption algorithms.

4. Integrity Checking measures assure that information transmitted over a network has not been changed from its original state. Integrity Checking measures use technologies such as checksums and hashing algorithms.

5. Monitoring measures are designed to detect and identify any security vulnerabilities that have been compromised. Monitoring measures are reactive rather than proactive and include technologies such as logs, alert monitors, and event correlation tools.  
6. Availability measures protect against data and service loss for all contingencies.  Availability measures help to assure that the recovery of services and data will be prompt and adequate.   Availability capabilities are provided by engineering some degree of high reliability into Technology Infrastructure Segment and Middleware Segment components for both hardware and software elements. 
Table 7.6.6-1  Integrated Security Management Segment

Technology / Service Type
Description

Identification and Authentication 

Username / Passwords
Username / Passwords use a shared secret approach to authenticate.  They required an out-of-band communication to establish the secret prior to use and include the standard user / password systems management tools embedded in most operating system, DBMS, and application products. 

Digital Certificates and Tokens
Digital Certificates are issued by Certificated Authorities and contain data structures that bind identities of users to associated public keys.  They include public key infrastructure (PKI) technologies like X.509, electronic signature technologies, and two-factor, token-based, identification technologies like Kerberos and RSA’s SecurID. 

Smart Cards
Smart cards are small identification cards (like bank cards or credit cards) that contain an individual’s digital certificate.  They have the advantage of being transportable and can be protected by a Personal Identification Number (PIN) in addition to the encrypted data stored on the card. 

Digital Certificate Authorities and Key Management Services
Digital Certificate Authorities are trusted third parties that provide and manage digital certificates and public key infrastructure for enterprises. 

Authentication Servers
Authentication Servers are platforms that are used to control authentication for an enterprise. They typically have a centralized repository of identifiers, and the appropriate authentication method for each identifier is based on its access method and requested privileges.  

Authorization

Access Control Lists
Access Control Lists (ACL) assign access privileges for a file, resource, or application to a specific user or process.  ACLs are embedded in most general purpose operating systems, and are the primary means of managing system level access control.

Authorization Servers
Authorization Servers are platforms that are used to centrally control authorization for an enterprise using a single sign on (SSO) security model. They provide a centralized repository of the access authorizations and privileges associated with an authenticated resource, process, or user. 

Role and Policy Managers
Role and policy managers are similar to ACLs in that they assign access privileges to resources, applications, and data files. However, Role and Policy Managers allow access privileges to be assigned to roles rather then specific users or processes.  Additionally, privileges associated to roles can change dynamically based upon policies and can span multiple systems and platforms.  Role and Policy Managers are typically part of a SSO security model and interact (or are embedded) with authorization server technologies.   

OS Security Monitors
Security monitors are mainframe based authentication and authorization tools that provide very fine-grained levels of security within mainframe architectures (e.g. RACF). 

Perimeter Protection Technologies
Perimeter Protection Technologies are technology-infrastructure-centric tools that are used to prevent unauthorized network traffic such as firewall technologies, proxy servers, and virus and malicious code detection software.

Confidentiality

Secret Key Encryption 
Secret Key Encryption technologies provide a shared secret key to each party of a conversation. Messages are encrypted and decrypted using specialized algorithms in conjunction with the secret key.  Secret Key Encryption includes technologies and standards such as Data Encryption Standard (DES), Triple DES, RC5, and Advanced Encryption Standard (AES).  

Public Key Encryption
Public Key Encryption technologies used a combination of shared public keys, private keys and encryption algorithms to assure privacy for each member of a conversation. Public Key Encryption includes technologies and standards such as RSA, Digital Signature Algorithm (DSA), and Diffie-Hellman. 

Secure Sockets Layer
Secure Socket Layer (SSL) is a technology designed specifically for managing secure, point-to-point HTTP (HTTP/S) communications sessions using Internet technologies.  SSL provides a combination of public key encryption, private key encryption, integrity checking and (optionally) authentication measures for clients and servers.  SSL is ubiquitous to most Web and Web browser environments, and even has a market for accelerator hardware components.  

Residual Information Protection
Residual information protection technologies are used to assure that sensitive information is overwritten or nulled-out of various buffers and memory locations after use.  This capability is generally implemented via configuration settings on devices, operating systems, and software components, or as custom developed solutions.

Integrity Checking

Checksum and Hash Algorithms
Checksum and Hash Algorithm technologies allow conversing parties to compare a computed, encrypted value of a message payload to assure that the message has not been modified during transmission.  Commonly used hashing algorithms include Message Digest (MD) 4, MD5, and Secure Hashing Algorithm (SHA).

Monitoring

Monitors
Security monitors examine real-time events, look for exceptions to normal event processing, and raise alerts or note errors when exceptions or intrusion attempts occur.  Monitoring capability is usually instrumented within security technology hardware and software components or packaged for specialized functions like as intrusion detection systems.  

Audit Logs
Audit logs are files or databases of exception conditions, alerts, and errors generated via monitors or instrumented applications during runtime processing. The logs can be reviewed via standard reporting and analysis tools. 

Event Correlation Tools
Event Correlation tools associate the information generated from disparate security monitors and audit logs into meaningful events that would not otherwise be apparent from the component parts. 

Availability

Backup / restore technologies
Backup / restore technologies allow data to be off-loaded to secondary storage media incrementally or as composite data sets.

Remote copy technologies
Remote copy technologies provide for the concurrent read / write of information to redundant media in real time or at prescribed intervals. 

Processor clustering technologies
Clustering technologies provide capabilities for real time fail-over to redundant processor platforms in the event of system failures. 

7.6.7 Enterprise System Management Segment

The purpose of the Enterprise Systems Management segment is to identify and describe the technologies used for production management of applications, data, and technology infrastructure.  The major types of Systems Management technologies are identified and described in Table 7.6.7-1 below. 

Table 7.6.7-1  Enterprise Systems Management Segment

Service Type
Description

Network Management Tools
Network Management tools provide capabilities to monitor the runtime conditions of network circuits and components, configure network components, and analyze and manage the information received from network monitors.  Network management tools address areas such as bandwidth capacity and utilization, circuit management, protocol analysis, routing paths and efficiency, network faults and errors, network failover, and network component configuration management.  

System Management Tools 
System Management tools provide capabilities to monitor the runtime conditions of computer hardware platforms and operating systems, configure system platform components, and analyze and manage the information received from platform monitors.  System management tools address areas such as capacity monitoring, performance monitoring, memory management, platform faults and errors, platform failover, job scheduling, software distribution, software metering, event consoles, and platform configuration management.   

Database Management tools
Database management tools provide capabilities to monitor the runtime conditions of database management systems, configure DBMS components, and analyze and manage the information received from DBMS monitors.  Database System management tools address areas such as database optimization and performance, extent monitoring and management, search and index performance monitoring, memory management, database faults and errors, database logging and archiving, database failover, and database configuration management.   

Application and Web Server Management Tools 
Application Server Management tools provide capabilities to monitor the runtime conditions of application and web server platforms, configure application server components, and analyze and manage the information received from application server monitors.  Application and Web Server management tools address areas such as runtime component instantiation, connection pooling, memory management, application faults and errors, application failover, and application configuration management.   

Service Management Tools 
Service Management Tools provide capabilities that are used to support service delivery such as asset management, service level management, root cause analysis, help desk management, dispatch, event correlation, cost accounting and allocation, metrics and measures, and change management.    

7.7 NARA Technical Architecture Overview

As stated above, NARA’s target technical architecture is multi-tier, distributed, component-based, and service-oriented.  The target technical architecture prescribes separating presentation logic, business logic, and data manipulation logic into discrete application software partitions so that software processes can be hosted (or distributed) on whatever platform is appropriate to optimize system scalability, manageability, interoperability, and cost-benefit.  The target technical architecture is implementation and deployment neutral, meaning that NARA can engineer and deploy the architecture using a variety of technologies, products, and services via the most appropriate deployment approach inclusive of in-house, outsourcing, or hybrid approaches.  Figure 7.7-1 below depicts a conceptual overview of the architecture.  The architecture is divided into fourteen major areas as described in Table 7.7-1 below.  The major areas of the architecture are further decomposed and specified in the Systems Architecture section of the EA.

Table 7.7-1  Major Areas of the NARA Target Technical Architecture

Architectural Area
Description

Access Devices
This area specifies the types of devices that are used by customers and employees to access NARA applications and services.

Communication Channels
This area specifies the communications infrastructure that connects the access devices to the services provided by or on behalf of NARA.  

Portal Services
This area specifies the interface between the communication channels and the environments that provide NARA applications and services.

Media and Protocol Normalization
This area specifies infrastructure platforms that convert numerous, dissimilar transport media and protocols to the single (or very limited number of) standard format (s) used to access NARA infrastructure and applications.

NARA Intranet

(NARANET)
This area specifies a private, secure, internal network that supports all intra-NARA network communication.  The network integrates local area, metropolitan area, and wide area communications links to NARA locations and is based upon Internet technologies and protocols.   

Channel Management Infrastructure
This area specifies the technologies used to support customer communication interactions and route service requests to the appropriate resource. 

Web Services
This area specifies the technologies used to integrate NARA applications within the E-Government infrastructure.  

Applications & Software Integration
This area specifies the technologies used to integrate application components and software from a structural and execution perspective, including Enterprise Common Services.

Process and Application Integration
This area specifies the technologies used to provide inter-application integration and to integrate and manage applications within a business process context. 

Data Integration
This area specifies the technologies used to provide data integration and management services.

Data Stores
This area specifies the technologies used to implement both persistent, authoritative data stores, and data stores that are derived from authoritative sources to support web services.

Platform Infrastructure
This area specifies the hardware and system software technologies that are used to provide processing platforms for NARA’s applications.

Integrated Security Management
This area specifies the technologies used across the NARA technical architecture to provide secure applications and infrastructure that protect privacy.

Enterprise System Management
This area specifies the system management technologies used to collect, monitor, report, and manage information about the overall operation of the NARA technical architecture.

Figure 7.7-1  NARA’s Target Technical Architecture – Conceptual Overview
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7.7.1 Overview of System Design Patterns

A system design pattern is a specification for constructing and integrating applications with the intent of providing a consistent, repeatable, and deterministic implementation model for deploying business functionality. This section presents a high-level overview of the design patterns that NARA will use to implement the agency’s applications. The patterns describe how application software partitions integrate with the technical infrastructure and interface with each other.  The Systems Architecture provides specifications for each design pattern that contain more detail about how application components are executed, where data is stored both persistently and in cache, and how and where state (data, security, and session) are maintained. NARA will use a variety of system design patterns depending on the agency’s application requirements for throughput, security, and data retrieval.  It should be noted that the mediated virtual view data integration approach can be used to implement the data management partition for any system design pattern.    

Table 7.7.1-1 below lists and describes the system design patterns supported by NARA. Most applications will conform to one of these patterns. As shown in Figure 7.7-1 above, there are separate portals for the different categories of application users. Table 7.7.1-1 also identifies the user category as a reference. An overview and illustration for each pattern is provided in the sections below.

Table 7.7.1-1 NARA System Design Patterns

Pattern Name
Description
User Category / Used for

E-Government - Web Services 
Provides web-services access to information. User authentication and authorization are required. 
Public user  or registered user

Used for E-Gov services built using emerging web services technologies and using a web-services architecture.

Unrestricted Web Self-service
Provides web access to unrestricted information using traditional web technologies. User authentication and authorization are not required.
Public user  

Used to access static web content and publish / subscribe services. 

Web-enabled request / reply -  loosely–coupled 
Provides web access to restricted information using traditional web technologies via asynchronous connectivity. User authentication and authorization are required.
Registered user or employee 

Used for dynamic web content; servlet processing; legacy application integration. 

Web-enabled request / reply – tightly-coupled 
Provides web access to restricted information using traditional web technologies via synchronous connectivity. User authentication and authorization are required.
Registered user or employee  

Used primarily for OLTP applications. 

Traditional client-server
Implements presentation and business logic in a fat client.  Presentation may be further distributed when this pattern is implemented using terminal server technologies.
Employee

Used for specialized applications that require extensive client processing like OLAP, modeling & simulation, data mining & report generation, statistical analysis, and integrated development environments (IDE). May also be used for a limited number of COTS applications. 

Batch
Provides non-interactive application processing.
Employee
Used for bulk data processing, system administration and management, and long-running application processes. 

Workflow Integration
A specialized application integration pattern implemented using an enterprise workflow engine.
All user categories
Used for loosely-coupled inter-application integration implemented in a workflow context.

Brokered Integration
A specialized application integration pattern implemented using integration broker or adapter technology
All user categories
Used for inter-application integration based upon a message broker and / or COTS product adapters.

Unconnected User
Provides an off-line version of an application.  The off-line database can be synchronized with a master on-line database system.
Employee
Used only for specialized applications with which employees frequently work off-line such as remote customer service or e-mail. 

7.7.2 E-Government - Web Services Pattern

The E-Government – Web Services pattern is used primarily for NARA applications that are required to interoperate with E-Government initiatives by using the specific web services technologies prescribed by E-Government guidance.  This pattern is characterized by: (a) the use of emerging web-services technologies (XML, UDDI, and WSDL) for loosely-coupled component interaction over the Internet, and (b) the requirement for WSDL service components to provide web services.  Figure 7.7.2-1 below illustrates this pattern. 

Figure 7.7.2-1  E-Government – Web Services Pattern
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7.7.3 Unrestricted Web Self-service Pattern

The Unrestricted Web Self-service pattern is used primarily for NARA applications that present publications of unrestricted information using static, web content via the Public portal.  This pattern is characterized by: (a) the use of simple Uniform Resource Locator (URL) redirection to resolve web access requests over the Internet, and (b) the absence of user authentication and authorization.  This pattern can also be used to disseminate NARA internal publications to employees via NARANET.  Figure 7.7.3-1 below illustrates this pattern. 

Figure 7.7.3-1  Unrestricted Web Self-service Pattern
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7.7.4 Web-enabled Request / Reply – Loosely-coupled Pattern

The Web-enabled Request / Reply – Loosely-coupled pattern is used primarily for NARA applications that present information using dynamic web content.  Dynamic web content is constructed by using a web logic partition to combine HTML templates with data retrieved from persistent data stores, messaging–enabled applications, or monolithic legacy applications.  This pattern is characterized by: (a) the use of a stateless asynchronous messaging interface to invoke the application partitions involved with data retrieval, (b) the use of security services to provide the level of user authentication and authorization required by the application, and (c) the use of a Secure Socket Layer (SSL) connection with customer-facing clients (access for employees can be provided using NARANET).  Figure 7.7.4-1 below illustrates this pattern. 

Figure 7.7.4-1  Web-enabled Request / Reply – Loosely-coupled Pattern
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7.7.5 Web-enabled Request / Reply – Tightly-coupled Pattern

The Web-enabled Request / Reply – Tightly-coupled pattern is used primarily for NARA applications that present information using dynamic web content in an OLTP context.  Dynamic web content is constructed by using a web logic partition to combine HTML templates with data retrieved from persistent data stores.  This pattern is characterized by: (a) the use of a stateful synchronous interface to invoke the application partitions involved with data retrieval and guarantee transactional integrity, (b) the use of security services to provide the level of user authentication and authorization required by the application, and (c) the use of an SSL connection with customer-facing clients (access for employees can be provided using NARANET). Figure 7.7.5-1 below illustrates this pattern. 

Figure 7.7.5-1  Web-enabled Request / Reply – Tightly-coupled Pattern
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7.7.6 Traditional Client-Server Pattern

The Traditional Client-Server pattern is used for NARA applications that require extensive processing resources at the client.  The pattern is used for: (1) applications that require a more robust user interface than a web browser such as modeling, simulation, and business analytics; and (2) COTS applications that have not been migrated to web-enabled architectures but are essential to NARA’s business. Use of this pattern will be restricted due to the high management overhead associated with fat client desktop application environments. This pattern is characterized by: (a) the use of a fat client platform that processes business logic and user interface logic, (b) a data management partition that process data logic remotely from the client, (c) tightly-coupled software interfaces between all application partitions, and (d) authentication and authorization security services (typically) embedded within the application. In some cases, the presentation partition can be implemented in a terminal server environment that centralizes the management of the fat client processing and provides a simple, remote presentation interface via a proprietary, socket-based protocol like the Citrix Independent Computing Architecture (ICA). Figure 7.7.6-1 below illustrates this pattern. 

Figure 7.7.6-1  Traditional Client-Server Pattern
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7.7.7. Batch pattern

The Batch pattern is used for non-interactive application processing typically associated with bulk data processing, system administration and management activities, and long-running application processes such as financial reporting. This pattern is characterized by: (a) the use of a scheduler rather than a user interface partition to trigger the application, and (b) a data management partition that processes data logic remotely from the business logic. Figure 7.7.7-1 below illustrates this pattern. 

Figure 7.7.7-1  Batch Pattern
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7.7.8 Workflow Integration Pattern

The Workflow Integration pattern enables inter-application integration in the context of business processes. The pattern is used to automate the management of multi-step business processes that include both automated and manual activities spanning numerous applications and users over extended timeframes.  This pattern is characterized by the use of COTS workflow middleware and (optionally) a business rules engine to capture workflow definitions. Figure 7.7.8-1 below illustrates this pattern. 

Figure 7.7.8-1  Workflow Integration Pattern
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7.7.9 Brokered Integration Pattern

The Brokered Integration pattern enables inter-application integration between applications with dissimilar software and data architectures.  The pattern uses messaging and adaptor technologies to move data, route data communications, and transform information semantics between heterogeneous application environments. The pattern is used to: (1) provide message-based, inter-application communication between heterogeneous applications, and (2) provide adaptor interfaces that integrate a message broker with specific COTS products or technology components (e.g. J2EE application server environments, web services components, databases, and JAVA / C++ programming language environments). This pattern is characterized by the use of COTS message broker and adaptor middleware technologies. Figure 7.7.9-1 below illustrates this pattern. 

Figure 7.7.9-1  Brokered Integration Pattern
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7.7.10 Unconnected User Pattern

The Unconnected User pattern is used for specialized applications with which employees frequently work off-line such as remote customer service or e-mail.  The pattern provides an off-line version of an application that can be synchronized with a master on-line database system. This pattern is characterized by: (a) the use of a fat client platform that contains a composite application inclusive of all processing partitions, (b) a point-in-time copy of the database on the client (typically of an isolated database segment or set of records), and (c) data synchronization logic that aligns the client and master databases.  Figure 7.7.10-1 below illustrates this pattern. 

Figure 7.7.10-1  Unconnected User Pattern
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8 Systems Architecture

8.1 Overview

The Systems Architecture (SA) component of NARA’s Enterprise Architecture (EA) extends the technology concepts presented in the Technical Reference Model (TRM) by providing specifications for the major areas of NARA’s technical architecture and specifying the execution aspects of NARA’s applications.  The objective of the SA is to provide a consistent, standardized approach for implementing technology infrastructure components and integrating applications with the technology infrastructure.  

The Systems Architecture is documented within the context of the NARA Systems Architecture Framework as depicted in Figure 8.1-1and described in Table 8.1-1 below. 

Figure 8.1-1 Systems Architecture Framework
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Table 8.1-1 NARA Systems Architecture Framework Description

Framework Element
Description

Systems Principles, Constraints, and Assumptions
The fundamental philosophies that guide the Systems Architecture. 

Systems Partitioning
Specifications and models for how NARA’s systems are functionally partitioned, aligned to subject areas, integrated with technology infrastructure, and allocated to IT initiatives.

Enterprise Common Services 
Specifications for the software and infrastructure that support the Enterprise Common Services as specified in the Technology Classification Model section of the TRM. 

Execution Frameworks
Specifications for the frameworks that support the operation and management of NARA application software during execution.  

Capacity and Performance Engineering
Specifications for the tools, infrastructure, processes, and methods used to support system capacity and performance engineering activities.

Development and Test Environments
Specifications for the tools and infrastructure used to support system development and testing activities.

Technology Components
Decomposition of and specifications for each of the major architectural areas of NARA’s Technical Architecture.

System Design Patterns
Detailed specifications for NARA’s system design patterns to include: execution interfaces; data, session, and security stated management; and software partition / hardware integration.

8.2 Systems Principles, Constraints, and Assumptions

In a future release of the Systems Architecture, this section will state the principles, constraints, and assumptions that are key to acquiring NARA’s IT systems. 

8.3 Systems Partitioning 

In a future release of the Systems Architecture, this section will present the system definitions that group business, data, application, and technology infrastructure elements into systems specifications.  Systems specifications will provide normalized, logical models of the functional relationships, applications, processes, interfaces, and information flows between systems.  Systems are meant to be launched as initiatives that deliver a discrete, well-bounded set of business capabilities.    Table 8.3-1 below provides a preliminary grouping of NARA applications and infrastructure to IT system initiatives.  

Table 8.3-1  NARA Applications by IT Infrastructure by IT Initiatives


NARA Information Technology Infrastructure


Operating System
Programming Language - COTS
Database
On NARANET

ERA Initiative

Access to Archival Databases (AAD) [NW]
Solaris
Java C++
Oracle 9i
No

Accessions Management Information System (AMIS) [NWME]
WIN 98
Oracle V7
Oracle V7
Yes

Archival Electronic Records Inspection and Control System (AERIC) [NWME]
Solaris
Oracle V8i
Oracle V8i
Yes

Archival Preservation System (APS) [NWME]
Windows NT
Oracle V8i
Oracle V8i
Yes

PERPOS (NH)
Windows NT
Visual Basic
MS Access
No

Unclassified Redaction and Tracking System (URTS) [NW/NL]
Windows 2000
High View 3.3
Oracle V8i
No

Customer Service Initiative

Archival Research Catalog (ARC) [NPOL]
Solaris
OLIB
Oracle V8i
Yes

Archives Declassification, Review and Redaction System (ADRRES) [NWMD]
Windows NT
High View 3.3
Oracle V8i
No

Donor Tracking [NDEV]
Windows NT
Oracle 8i
Oracle 8i
Yes

Electronic Document Management System (e-DOCS) [NF]
Windows NT

(GPO Server)
High View 3.3
Oracle 9i
No

JFK Assassination Collection System [NW]
WIN 98
Clipper
Clipper
No

Microfilm Publication Catalog [NW]
WIN 98
MS Access
MS Access
No

NARA Employee Locator [NH]
WIN 98
MS Access
MS Access
Yes

NARA On-line Archives Library Catalog [NW]
Solaris
Cuadra STAR
Cuadra STAR
Yes

NHPRC Grants Tracking System [NHPRC]
ASP
ASP
ASP
ASP

NWMW Disposal Log [NW]
WIN 98
MS Access
MS Access
No

Order Fulfillment and Accounting System (OFAS) [NA]
Windows NT
Great Plains VeEnterprise 6.00g45
SQL Server V7.0
Yes

Public Programs Database [NW]
WIN 98
MS Access
MS Access
No

Researcher Registration System [NWC]
WIN 98
IdentiPass
SQL Server
No

Records Center Reimbursable Initiative

Case Management Reporting System (CMRS) [NRP]
Solaris
Siebel 6.0.1
Oracle 9i
No

Centers Automated Reporting System (CARS) [NR]
OS/390 2.9
COBOL for OS/390 2.1
COBOL Files
No

Centers Information Processing System (CIPS) [NR]
OS/390 2.9
COBOL for OS/390 2.1
COBOL Files
No

NARS5 [NR/NW]
OS/390 2.9
COBOL for OS/390 2.1
COBOL Files
No

Records Center Program Billing System (RCPBS) [NR/NW]
WIN 2000
Great Plains V6.00

Data Junction V7.5.1
SQL Server 2000
Yes

Space Information System (SIS) [NR/NW]
OS/390 2.9
COBOL for OS/390 2.1
COBOL Files
No

TASK [NR/NW]
OS/390 2.9
COBOL for OS/390 2.1
COBOL Files
No

Records Management Lifecycle Initiative

Artifacts Management System (SNAP) [NL]
Windows 2000 Professional
IO
MS Access 2000
Yes

Control and Tracking System (CATS) [NWML]
WIN 98
MS Access
MS Access
No

Interim Space Management System (Spaceman) [NWCR]
WIN 98
MS Access
MS Access
No

Master Location Register (MLR) [NWCR]
Prime
Open Text Live Link
Oracle V5
No

Microfilm Publication Locator (Micropubs) [NW]
WIN 98
MS Access
MS Access
No

Records Management Applications (RMA) [NH]
Windows NT
Foremost
SQL Server V7.0
Yes

SF258 Log (258TS-DD) [ NWMD]
WIN 98
MS Access
MS Access
No

SF258 Superlog [NWMD]
WIN 98
MS Access
MS Access
No

Support and Infrastructure Initiatives

Comprehensive Human Resource Integrated System (CHRIS) [NH]
GSA
GSA
GSA
GSA

Electronic Time and Attendance Management System (ETAMS) [NA]
GSA
GSA
GSA
GSA

PEGASYS [NA]
GSA
GSA
GSA
GSA

Performance Measurement and Reporting System [NPOL]
WIN 98
MS Access
MS Access
No

PRISM [NAA]
WIN 2000
Compusearch 3.5
Oracle V8i
No

Property Management [NA]
Windows NT
Integrate Property Manager
Paradox
No

8.4 Common Services Infrastructure Specifications  

In a future release of the Systems Architecture, this section will identify and specify the elements that support NARA’s enterprise common services to include:   

· Security,

· Enterprise Systems Management Integration,

· Records Management,

· Directory,

· Transaction, and

· Data Access.

8.5 Execution Frameworks

In a future release of the Systems Architecture, this section will specify the use of runtime software platforms to manage applications components and services such as Java 2 Enterprise Edition (J2EE) and Common Object Request Broker Architecture (CORBA). 

8.6 Capacity and Performance Engineering

In a future release of the Systems Architecture, this section will identify the rough order of magnitude (ROM) performance and capacity requirements for the NARA technical architecture.  It will also establish a framework for sizing technology components and allocating technology components to systems to assure adequate capacity, performance and scalability in operations.  

8.7 Development and Test Environments

In a future release of the Systems Architecture, this section will specify the strategy and approach for establishing and managing system development / test environments. Environments and associated infrastructure will be specified for:

· Development,

· Unit Test,

· Integration Test,

· System Test,

· Performance Test,

· Data Conversion, and

· COTS Package Conversion and Upgrades.

8.8 Technology Components

In a future release of the Systems Architecture, this section will decompose and provide specifications for the major architectural areas of NARA’s technical architecture as identified in the TRM.   

8.9 System Design Patterns

In a future release of the Systems Architecture, this section will provide detailed specifications for NARA’s system design patterns as identified in the TRM.  The specifications will address areas such as:

· Execution interfaces,

· Data state,

· Session state,

· Security state, and

· Software Partition / Hardware Integration. 

9 NARA Operations Architecture 

9.1 Overview

The Operation Architecture (OA) component of NARA’s Enterprise Architecture (EA) describes how NARA will deploy and manage IT system components in production. The objective of the OA is to provide a comprehensive and authoritative set of documentation that: (1) describes the strategy for how NARA will manage and operate the agency’s IT environment, (2) defines the operations processes by which IT operations activities are executed, (3) provides technical specifications for production IT components, and (4) provides an inventory for all IT assets. 

The Operations Architecture is documented within the context of the NARA Operations Architecture Framework as depicted in Figure 9.1-1and described in Table 9.1-1 below. 

Figure 9.1-1 Operations Architecture Framework
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Table 9.1-1 NARA Operations Architecture Framework Description

Framework Element
Description

Operations Principles, Constraints, and Assumptions
The fundamental philosophies that guide the Operations Architecture. 

Current-State Operations Systems and Services
Documentation of the AS-IS (current-state) production environment to include production floor schematics, design documents, application and system specifications, and configuration information.  

Disaster Recovery Planning
The strategy, approach, and plans for assuring IT operations support of  NARA's core business services in the event of system(s) outages and disasters that affect the operating capabilities of NARA facilities or operating components.

Production Staging and Capacity Monitoring
The processes and infrastructure that are used to move new system components from development / test into production, and assess and manage the impact of changes to operations capacity and configurations prior to production acceptance and deployment.  

Facilities Management
The processes and infrastructure used to manage and operate NARA IT facilities. 

Service Management Oversight
Specifications for NARA's IT service management processes and infrastructure that links all service management reporting, monitoring, and application availability objectives inclusive of service level metrics,  performance management and reporting, and contract management. 

Systems Management
Documentation of the processes and procedures that support the day-to-day operations of NARA’s systems, networks, applications, and helpdesk within the IT infrastructure. 

Operations Organization
The structures, roles, and responsibilities of NARA IT operations departments and personnel.

IT Asset Inventory
The comprehensive inventory of all IT assets deployed throughout NARA.

9.2 Operations Principles, Constraints, and Assumptions 

The NARA Operations Architecture is based upon the Principles, Constraints, and Assumptions (PCA) listed in Table 9.2-1 below.  These PCAs describe the fundamental philosophies upon which NARA's IT operations are predicated.

Table 9.2-1  Operations Principles, Constraints, and Assumptions

1.
Principle: We will design applications and systems with attention to rollout, system management, and ongoing operations support.
Rationale: Evolving IT capabilities must be successfully transitioned into a stable and reliable operations environment to deliver business benefit and assure the continuity of business services. As such, NARA IT Operations will implement a strong transition to support policy and play an integral role in IT system acquisition activities throughout their lifecycle.

2.
Principle: We will maintain a robust production staging and configuration management capability.

Rationale: Operational readiness and configuration control over all deployed IT components to necessary to assure a reliable and stable operating environment.      

3.
Principle: We will provide software and hardware maintenance support via product vendors or an authorized representative.

Rationale: Maintenance and support agreements with equipment vendors or other qualified contractors will reduce the requirement for NARA to maintain in-house technical expertise and reduce the overall risk of IT operations.

4.
Principle: We will manage support vendors, service contractors, and service delivery based upon Service Level Agreements (SLAs). 
Rationale: Using SLAs to manage contractor and vendor support will enable NARA to monitor and control service delivery and contractor performance based upon measurable and verifiable metrics.  

5.
Principle: We will optimize the number and configuration of IT components deployed to the production environment.

Rationale: Reducing the number, complexity, and variance of operations components will help to reduce training needs, ongoing maintenance costs, integration complexity, risk, and the impact of change. 

6.
Principle: We will minimize the number of service vendors and contracts that we use. 
Rationale: Reducing the number of service vendors and contracts can reduce the administrative and management burden placed on NARA staff and reduce overall contracting costs. 

7.
Principle: We will establish formal IT operations management policies and processes, then mange to them.

Rationale: Managed processes can reduce variance in IT operations activities thereby reducing risk and increasing the overall quality of operations services. 

8.
Principle: We will centralize the deployment of complex technology infrastructure to the extent possible.

Rationale: Centralized deployment of complex infrastructure can decreased support response times, reduced integration complexity, simplify operations management, and assure better operations security control. 

9.
Principle:  We will develop and manage an ongoing technology refresh strategy. 

Rationale:  The needs for acquisition cost reduction and operations stability must be balanced against the risks of increased support costs, complexity of change, and technology obsolescence.

10.
Principle:  We will proactively monitor all business critical IT system components on a 24 X 7 basis.  

Rationale:  Proactive monitoring can increase overall operations quality and efficiency by: (a) identifying and correcting potential problems before they create adverse service impacts, and (b) reducing the number and impact of component faults.

11.
Principle:  We will consolidate all network management activities into one centralized managed site that can support 24 X 7 operations.  

Rationale:  A centralized Network Operating Center (NOC) will increase overall operational efficiency, improve network monitoring capability, and reduce network management costs.      

12.
Principle:  We will maintain an IT disaster recovery strategy in alignment with NARA business continuity requirements.

Rationale:  IT operations components and services must be recovery as per the needs of the business services they support, in accordance with risk and cost tradeoffs that are acceptable to the business. 

13.
Constraint: We will integrate and manage security and privacy measures within the operations environment.

Rationale: Unauthorized access to systems and equipment must be prevented and the safeguarding and privacy of information must be assured as per federal oversight policy and guidance.

14. 
Assumption: We will be funded and staffed as necessary to assure the requisite quality and continuity of IT operation services.

Rationale: Deploying, managing, and operating the IT operations environment to satisfy the objectives and needs of the business requires adequate staffing and funding.

9.3 Current-State Operations Systems and Services 

This section documents the current-state (i.e., AS-IS) IT operations environment, systems, and services that NARA IT Operations manages for its customers.  It is essentially a set of technology schematics, implementation documentation, application and system specifications, and configuration information, expressed as an architecture, that reflect the baseline operations environment. The current-state operations environment at NARA is constantly evolving and changing to keep pace with business demands.  This section captures the best available documentation regarding the current-state baseline.  It is expected that the baseline information will be improved and expanded upon with each subsequent release of the EA.  

The current-state operations environment is expressed in the context of NARA’s target technical architecture as presented in the Technical Reference Model (TRM) section of the EA. The current-state is expressed this way because: 

· The target architecture provides a systematic and thorough way to categorize operations components.

· Examining the current-state environment in relationship to the target architecture helps one visualize where gaps exist for the purposes of developing the Operations Plan and the IT Sequencing Plan. 

Figure 9.3.1 below provides an overview of the current-state Operations Architecture. Table 9.3.1 below describes the major architectural areas. 

Figure 9.3-1  Operations Architecture Overview
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Table 9.3-1  Major Areas of the NARA Operations Architecture

Architectural Area
Description

Access Devices
This area specifies the types of devices that are used by customers and employees to access NARA applications and services.

Communication Channels
This area specifies the communications infrastructure that connects the access devices to the services provided by or on behalf of NARA.  

Portal Services
This area specifies the interface between the communication channels and the environments that provide NARA applications and services.

Media and Protocol Normalization
This area specifies infrastructure platforms that convert numerous, dissimilar transport media and protocols to the single (or very limited number of) standard format (s) used to access NARA infrastructure and applications.

NARA Intranet

(NARANET)
This area specifies a private, secure, internal network that supports all intra-NARA network communication.  The network integrates local area, metropolitan area, and wide area communications links to NARA locations and is based upon Internet technologies and protocols.   

Channel Management Infrastructure
This area specifies the systems and services used to support customer communication interactions and route service requests to the appropriate resource. 

Web Services
This area specifies the systems and services used to integrate NARA applications within the E-Government infrastructure.  

Applications & Software Integration
This area specifies the systems and services used to integrate application components and software from a structural and execution perspective, including Enterprise Common Services.

Process and Application Integration
This area specifies the systems and services used to provide inter-application integration and to integrate and manage applications within a business process context. 

Data Integration
This area specifies the systems and services used to provide data integration and management.

Data Stores
This area specifies the systems and services used to implement both persistent, authoritative data stores, and data stores that are derived from authoritative sources to support web services.

Platform Infrastructure
This area specifies the hardware and system software systems that are used to provide processing platforms for NARA’s applications.

Integrated Security Management
This area specifies the systems and services used to provide secure applications and infrastructure that protect privacy.

Enterprise System Management
This area specifies the systems and services used to collect, monitor, report, and manage information about NARA’s overall operations environment.

9.3.1 Access Devices

The Access Devices area of the Operations Architecture, as highlighted in Figure 9.3.1-1 below, specifies the types of equipment used by customers and employees to access NARA’s applications and services.

Figure 9.3.1-1 Access Devices
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Personal Computers (PC) 

Five baseline images of Personal Computers are used throughout NARA as identified in Table 9.3.1-1 below.  Image 5B is the oldest, and is in use primarily at remote sites.  Image 5D is an upgrade of 5B developed in November of 1999, and is the most prevalent baseline at Archives II.  Image 5E was developed in November/December 2000.  Images 6A and 7 are being used whenever a new machine is deployed or a system is replaced to resolve a problem. Users of images 5B and 5D have received upgrades to McAfee, GroupWise, Netscape, Acrobat Reader, QuickTime, and Intercon Surfer to bring them up to the 5E version.

Table 9.3.1-1  Supported Desktop Configurations

Image
5B
5D
5E
6A
7

Disk space used by image software
820MB
833MB
900MB
1800MB
2450MB

Operating system
Windows 98
Windows 98
Windows 98
Windows 200 SP2
Windows XP SP1

Microsoft Office
Office 97 SR2
Office 97 SR2
Office 97 SR2
Office 97 SR2
Office 2000

Netscape Communicator
4.5
4.5
4.76
4.76
4.76

Internet Explorer
4
4.0 SP1
5.5 SP1
5.5 SP1
6.0 SP1

NetWare client
3.01 SP1
3.1
3.3
4.81
4.83

McAfee VirusScan
4
4
4.5
4.5.1
4.5.1 SP1

GroupWise client
5.2 (net)
5.2 (net)
5.5e
5.5e
5.5e

Adobe Acrobat reader
3.02
3.02
4.05
5.05
5.05

Apple QuickTime plug-in
3
3
4.12
5
5

RealPlayer
G2 v6.0
G2 v6.0
Basic v7.0
Basic v8.0
Basic v8.0

TBS Montego Audio Station
2
2
2
N/A
N/A

EWAN
1.052
1.052
1.052
1.052
1.052

QWS3270
3.2e
3.2e
3.2e
3.2e
3.2e

WS_FTP LE
4.6
4.6
4.6
4.6
4.6

Client for Microsoft Networks
N/A
N/A
(Included)
(Included)
(included)

Microsoft Data Access Components
N/A
N/A
2.6
(Included)
(included)

Microsoft Media Player
N/A
N/A
7
7.1
8

Oracle client
N/A
N/A
8.05
8.05
9.2.0.1

NARA provides PCs for customers in the public research rooms to access the NARA web sites and NAIL/ARC, 1930 Census, and other government research resources (Public Access Internet Personal Computers Project).  A total of seventy two PCs and thirty eight printers are installed at twenty nine NARA facilities and access is provided through the use of a virtual private network (VPN).  NARA Computer security disabled Microsoft Office and other user applications from these PCs.  The PCs in the public research rooms are monitored using detection software similar to that used to monitor NARA staff Internet usage.

Telephone

NARA currently uses Siemens devices for voice communications.  This system continues to be installed at all NARA facilities and is expected to be completed by the end of FY03.  FTS service is provided by Sprint and includes calling cards and 800 numbers.
Fax

Fax devices are used throughout NARA.  A Fax on Demand System is used to request faxed copies of select information materials.

PDA

Personal Digital Assistant (PDA) devices are used throughout NARA. PDA type devices (i.e. PALM or 3-COM) are used to access NARA’s remote mail system. 
9.3.2 Communication Channels

The Communication Channels area of the Operations Architecture, as highlighted in Figure 9.3.2-1 below, specifies the communications infrastructure that connects the access devices to the services provided by or on behalf of NARA. Currently NARA uses the Public Switched Telephone Network (PSTN) communication channel for telephony and an Internet communication channel for internal and public facing data communications.  

Figure 9.3.2-1 Communications Channels
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PSTN

The public may call several toll free numbers such as 1-86-NARA-NARA (1-866-272-6272) to access archival information and services.  This number directs the caller to the Siemens Xpressions ACD which routes the call to the requested service.  The public also has toll free numbers to reach The OIG Hotline, and Questions on the Status of Orders.

Public Internet 

NARA manages several Public Internet services to archival data stored within NARA.  Sites such as ARC (Archival Research Catalog) provide the public a portal to information that has been converted or stored in electronic format.  

NARA Extranet

NARA hosts a very small number of Extranets, primarily for test and evaluation purposes.  The Research rooms host a small Virtual Private Network (VPN) for the public desktops used by individuals.

9.3.3 Portal Infrastructure

The Portal Infrastructure area of the Operations Architecture, as highlighted in Figure 9.3.3-1 below, specifies the interface between the communication channels and the environments that provide NARA applications and services.  NARA currently provides a telephony portal for inbound and outbound voice communication, a public portal for customer facing data communication, and an employee portal for internal employee data communication.

Figure 9.3.3-1 Portal Infrastructure
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Telephony

NARA currently uses Siemens equipment for voice communications over the local PSTN network.  The voice network is split into two domains, eastern and western as depicted in Figure 9.3.3-2 below.  The eastern domain includes all NARA facilities east of the Mississippi while the western domain includes all sites west of the Mississippi.  The voice network uses HiPath 3700, and 3500 Survivable Media Gateways (SMG), Hicomm 300 communications servers and Xpressions voice mail systems. This system continues to be installed at all NARA facilities and is expected to be completed by the end of FY03. Table 9.3.3-1 and Table 9.3.3-2 below identify the equipment distribution across the telephony domains.  Five-digit dialing within NARA is implemented using the over-provisioned data wide area network infrastructure and voice over IP (VoIP) without quality of services (QoS) capabilities.   

Figure 9.3.3-2  NARA Telephony Domains
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Table 9.3.3-1  NARA Telephony Equipment – Western Domain

Location
Switch
Sets

West Branch – IA
HiPath 3700
40

Anchorage – AK
HiPath 3500
6

Lee’s Summit - MO
HiPath 3700
40

Abilene - KS
HiPath 3700
65

Seattle - WA
HiPath 3700
33

Simi Valley - CA
HiPath 3700
98

Laguna Niguel - CA
HiPath 3700
44

San Bruno - CA
HiPath 3700
36

Austin - TX
HiPath 3700
87

College - TX
HiPath 3700
65

Ft. Worth - TX
HiPath 3700
36

Independence - MO
HiPath 3700
85

Kansas City - MO
HiPath 3700
36

Little Rock - AR
HiPath 3700
36

National Personnel Ctr. - MO
Hicomm300 Mod 80
598


Xpressions Unified Messaging


Grand Rapids - MN
HiPath 3500
26

Table 9.3.3-2  NARA Telephony Equipment – Eastern Domain

Location
Switch
Sets

Dayton – OH
HiPath 3700
50

Ann Arbor - MN
HiPath 3700
28

Chicago – IL
HiPath 3700
45

Pittsfield – MA
HiPath 3500
16

Boston – MA
HiPath 3700
140

Waltham – MA
HiPath 3700
46

Archives II - MD
Hicomm 300 Mod 80
1500



Archives II - MD
Xpressions Unified Messaging
40

Washington - DC
Hicomm300 Mod 30
235

Washington - DC
HiPath 3700
69

Suitland – MD
HiPath 3700
110

Philly – PA
HiPath 3700
35

Hyde Park - NY
HiPath 3700
45

NYC – NY
HiPath 3500
16

J. Carter Lib. - GA
HiPath 3700
39

Atlanta – GA
HiPath 3700
45

Employee (external)

Employees of NARA have access to NARA applications via external computers on an as needed basis.  Users are permitted to dial in to select resources that are inaccessible to other NARA users.  NARA users have remote access to the Novell GroupWise mail system from any internet attached PC.

Public

NARA’s public portal www.archives.gov provides web-based access to information such as ARC, the presidential libraries, congressional records, and the research room.

Employee (internal)

NARA employees can access the NARA applications and systems for which they are authorized via NARA’s internal web page staffonly.nara.gov.

9.3.4 Media and Protocol Normalization

The Media and Protocol Normalization area of the Operations Architecture, as highlighted in Figure 9.3.4-1 below, specifies infrastructure platforms that convert dissimilar transport media and protocols to a single (or very limited number of) standard format(s) used to access NARA infrastructure and applications.  This architectural area is used in converged network environments that integrate voice, data, and video communications over a single multi-service network infrastructure.  This area is not specified because NARA’s current-state operations architecture maintains discrete network infrastructures for voice and data at this time.  

Figure 9.3.4-1 Media and Protocol Normalization
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9.3.5 NARA Intranet
The NARA Intranet (NARANET) area of the Operations Architecture, as highlighted in Figure 9.3.5-1 below, specifies the private, secure, internal network that supports all intra-NARA network data communications.  NARANET integrates local area network (LAN), metropolitan area network (MAN), and wide area network (WAN) data communications links to NARA locations and is based upon Internet technologies and protocols.

Figure 9.3.5-1 NARA Intranet
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LAN

NARA has implemented 36 LANs across the country at locations depicted in Figure 9.3.5-2 below.  The Maryland facility (Archives II, red dot) is the central hub for most IT within NARA, while the St. Louis facility (orange dot) houses a fair amount of IT.

Figure 9.3.5-2  NARA LAN Locations
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These LANs allow employees at each geographical location to access the information and infrastructure needed for day to day business.  NARA’s LAN infrastructure implements a mixture of Category 3, 5, 5E and fiber cabling.  Horizontal structure is “Fiber to the Desktop” from each of the distribution closets or IDFs (Intermediate Distribution Frame) for both Archive I & II. The LANs protocol traffic consists of TCP / IP over ethernet. The cable plant is integrated with Cisco routers, switches and hubs.  The LAN topology for Archive II is depicted in Figure 9.3.5-3 below.

Figure 9.3.5-3  Archives II LAN Topology
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WAN

NARA’s WAN connects the entire agency internally and connects the agency to public and Government customers via the Internet.  The WAN uses a mix of T1, fractional T3, T3, 56K, and frame relay circuits as depicted in Figure 9.3.5-4 below. 

Figure 9.3.5-4  NARA WAN Topology
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MAN 

NARA’s MAN uses several point-to-point communication circuits to interconnect the Suitland, Archives I and Federal Register locations as depicted in the figure above.

9.3.6 Channel Management Infrastructure
The Channel Management Infrastructure area of the Operations Architecture, as highlighted in Figure 9.3.6-1 below, specifies the systems and services used to support customer communication interactions and route service requests to the appropriate resource. NARA currently provides channel applications for voice / voice mail, E-Mail, data, and web customer communication. 

Figure 9.3.6-1 Channel Management Infrastructure
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Voice / Voice Mail

NARA has implemented the Siemens voice mail system Xpressions Unified Messaging at Archives II.  A second Xpressions platform is located in the Western Region at the National Personnel Center in Missouri.  Voice channel interfaces are handled by Siemens instruments attached to the Siemens HiPath switches discussed in the telephony portal section above. 

E-Mail 

NARA has implemented Novell’s GroupWise for E-Mail.

Data

NARA supports File Transfer Protocol (FTP) for host-to-host file transfers. 

Web 

NARA’s supports customer facing, web-enabled applications via hypertext transfer protocol (HTTP) and hypertext markup language (HTML) web page services hosted on Apache web server platforms.  

Fax

Fax devices are used throughout NARA.  A Fax on Demand System is used to request and send faxed copies of select information materials.

9.3.7 Process & Application Integration

The Process & Application Integration area of the Operations Architecture, as highlighted in Figure 9.3.7-1 below, specifies the systems and services used to provide inter-application integration and to integrate and manage applications within a business process context.  This area includes technologies such as workflow engines, business process monitors, and business rules engines (as defined by NARA’s Technology Classification Model in the TRM).  NARA’s current-state Operations Architecture has not implemented these technologies.   

Figure 9.3.7-1 Process & Application Integration 
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9.3.8 Applications & Software Integration
In a future release of the Operations Architecture, the Applications & Software Integration area, as highlighted in Figure 9.3.8-1 below, will specify the current-state systems and services used to integrate application components and software, including Enterprise Common Services.     

Figure 9.3.8-1 Applications & Software Integration
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9.3.9 Web Services
The Web Services area of the Operations Architecture, as highlighted in Figure 9.3.9-1 below, specifies the systems and services used to integrate NARA applications within the E-Government infrastructure.  This area includes technologies such as Universal Description, Discovery & Integration (UDDI), Web Services Description Language (WSDL), Simple Object Access Protocol (SOAP), and web portal servers (as defined by NARA’s Technology Classification Model in the TRM).  NARA’s current-state Operations Architecture has not implemented these technologies.   

Figure 9.3.9-1 Web Services
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9.3.10 Data Integration
The Data Integration area of the Operations Architecture, as highlighted in Figure 9.3.10-1 below, specifies the systems and services used to provide data integration and management.

Figure 9.3.10-1 Data Integration
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Connectivity

Applications with monolithic software architectures make direct file manager or database manager calls within the application.  Multi-tiered applications connect to database sources via the native drivers of the database engine or via Open Database Connectivity (ODBC) drivers.

9.3.11 Data Stores
The Data Stores area of the Operations Architecture, as highlighted in Figure 9.3.11-1 below, specifies the systems and service used to implement both persistent, authoritative data stores, and unstructured data stores used to support web applications.  NARA supports storage of both structured and unstructured data sources.

Figure 9.3.11-1 Data Stores
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Structured

NARA currently uses a variety of database management systems (DBMS) for data storage and management.  Microsoft Access and SQL Server are used for small individual or departmental applications while Oracle is used for larger applications and is the standard for new applications and databases.  Table 9.3.11-1 below shows NARA’s database utilization. 

Table 9.3.11-1 Database Utilization at NARA

DBMS
Utilization

Oracle
38%

Access
34%

SQL
13%

GSA
6%

Clipper
3%

Cuadra STAR
3%

Paradox
3%

Unstructured

NARA uses unstructured data stores to support both its internal and public facing web sites.  Web content is generate via Dreamweaver MX and provided in an HTML format. Homesite is used to structure and manage NARA’s web sites and E-Grail is used for web content management.  

9.3.12 Platform Infrastructure
The Platform Infrastructure area of the Operations Architecture, as highlighted in Figure 9.3.12-1 below, specifies the hardware and system software systems that are used to provide processing platforms for NARA’s applications.

Figure 9.3.12-1 Platform Infrastructure
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Processing Platforms

NARA’s current processing platforms consist of Intel and Sun servers and workstations.  The majority of the desktop workstations are Intel-based Dell platforms. A small number of Sun workstations and Apple workstations are used for special purposes. Intel platforms are fairly evenly mixed with Dell and Compaq products making up approximately 65% of the server base. Sun servers make up the remaining 35% of the servers used within NARA.  Table 9.3.12-1 below provides an overview of NARA’s processing platforms.

Table 9.3.12-1  NARA Processing Platforms

Platform
Hardware
Operating System
DBMS

Laptop
Dell
Windows XP
Access

Desktop
Dell
Windows XP
Access

Department Server
Dell/Compaq
Windows NT/2000

Linux
SQL/Access

Mid Range Server
Compaq/Sun
Windows 2000 Solaris
SQL/Oracle

High End Server
Sun
Solaris
Oracle

Operating Systems and Resource Managers

Microsoft Windows is the primary operating system used on the desktop. NARA’s server operating systems are made up of approximately 44% Microsoft, 35% UNIX, 20% Novell and a small percent of Linux and Apple as depicted in Table 9.3.12-2 below. Table 9.3.12-3 below identifies the most prevalent peripheral devices used within NARA.

Table 9.3.12-2 Operating System Utilization within NARA

Server Operating System
# at A2
% at A2
# in Field
% in Field
% Total

Unix
32
36%
28
34%
35%

Windows NT 4.0
20
22.5%
29
35%
29%

Novell
15
17%
20
25%
20%

Windows 2000
20
22.5%
5
6%
15%

Linux
2
1%
0
0%
1%

Table 9.3.12-3  Peripheral Devices

Device Type
Products in Use

Printer/Plotter
HP Laserjets, Color Laserjet, Designjet

USB Devices (most external)
Iomega Zip Drives

Belkin hub

3Com 56K modem

HP CDR

Digital Video
Kodak Digital Camera, Color Management System

Scanners
HP Scanjet

9.3.13 Integrated Security Management
In a future release of the Operations Architecture, the Integrated Security Management area, as highlighted in Figure 9.3.13-1 below, will specify the systems and services used to provide secure applications and infrastructure that protect privacy, within the context of NARA’s Security Architecture and IT Security Program. 

Figure 9.3.13-1 Integrated Security Management
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9.3.14 Enterprise Systems Management
The Enterprise Systems Management area of the Operations Architecture, as highlighted in Figure 9.3.14-1 below, specifies the systems and services used to collect, monitor, report, and manage information about NARA’s overall operations. Currently, NARA provides a procedure-based help desk with minimal automation support.  No additional systems management functions are currently automated. 

Figure 9.3.14-1 Enterprise Systems Management
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Help Desk

User Support Services provides user support to all NARA locations via help desk service teams located at both Archives I and Archives II. 

User Support Services also provides training, network operations, system management, software configuration, Internet services, and user administrative services for all NARANET hardware and software applications.  Support Services also provides telephone support for metropolitan Washington, DC and St. Louis users.

NARA has implemented the Remedy Action Request System to help automate service request tracking for the help desk.

NARA uses a tiered system for escalation of service calls.  User Support Services technicians respond to service requests on a call arrival basis with priority given to designated VIPs (The number of VIPs are identified in Table 9.3.14-1 below).  Complex service requests that cannot be resolved by service technicians during the initial visit are reassigned to the appropriate second level technical support group by using the Remedy system.  

Response Time Service Goals

(
VIP service requests must be responded to within fifteen minutes.

(
Managers / Supervisors service requests must be responded to within one hour.

(
General user service requests must be responded to within four hours.

(
Division directors / supervisors must approve all new accounts.

(
Service Requests tracked via Remedy must provide the most current status.

Table 9.3.14-1  VIPs at NARA

NARA User Categories
Quantity

VIPs
15 – 25

Managers / Supervisors
40 - 45

Total Users
3,094

9.4 Disaster Recovery (DR) Planning

In a future release of the EA, this section will specify the strategy, approach, and plans for providing ongoing IT operations support of NARA's core business services in the event of system outages and disasters that affect the operating capabilities of NARA facilities or operating components. This plan will also incorporate the new Department of Homeland Security threat levels and its possible effect on NARA’s core businesses. The NARA Business Continuity Plan and Disaster Recovery Plan are unique documents maintained under separate document covers.  

9.5 Production Staging and Capacity Monitoring

In a future release of the EA, this section will identify and specify the processes and infrastructure that are used to move new system components from development / test into production, and assess and manage the impact of changes to operations capacity and configurations prior to production acceptance and deployment.  

9.6 Facilities Management

In a future release of the EA, this section will specify NARA's facilities management processes and infrastructure inclusive of areas such as: 

· Data Centers, 
· Call Centers,
· Headquarters Campus, 
· Distributed Office Locations, 
· Network Operation Center,
· Data Center Support Equipment, 
· Hot Sites and Cold Sites, and 
· Communications Service Provisioning and Diversity. 

9.7 Service Management Oversight

In a future release of the EA, this section will specify NARA's IT service management processes and infrastructure.  This section will link all service management reporting, monitoring, and application availability objectives. The section will include metrics items such as service level objectives (SLO), service level agreements (SLA), organizational service level agreements, performance management and reporting, license management, and contract management. 

9.8 Systems Management

In a future release of the EA, this section will specify the processes and procedures that support the day-to-day operations of NARA’s systems, networks, applications, and helpdesk within the IT infrastructure and includes how they are operated and managed for all centralized and de-centralized NARA locations. 

9.9 Operations Organization 

In a future release of the EA, this section will describe the structure, roles, and responsibilities of NARA IT operations departments and personnel, to include how NARA’s in-house prime contractor, and sub-contractors are integrated within the organizational structure. 

9.10 IT Asset Inventory

In a future release of the EA, this section will provide an inventory of NARA’s deployed IT assets.

10 Sequencing Plan

10.1 Overview

This Sequencing Plan (SP) describes how NARA will implement the various IT products and technologies associated with the agency’s major IT programs.   Figure 10.1-1 below shows the context of the Sequencing Plan within NARA’s overall strategic planning activities. 

Figure 10.1-1  Sequencing Plan Context within NARA Strategic Planning Activities 
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10.2 Sequencing Plan Overview

This release of the EA provides the initial version of NARA’s SP.  Primarily, the SP framework and first year are presented.  Subsequent releases of the EA will contain a complete SP however, until the Business Process Reengineering (BPR) activities have fully completed it would premature to present more than FY 2003 / FY 2004.

An overview of the Sequencing Plan is depicted in Figure 10.2-1 below.  The Sequencing Plan is presented via a framework that: (a) describes four major transitional elements for each fiscal year (FY) of the plan, (b) provides a transitional architecture for each year of the plan, and (c) identifies key information associated with the transitional architecture.  The transitional elements depicted in the SP overview are described in Table 10.2-1 below.  

Figure 10.2-1 Sequencing Plan Overview
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Table 10.2-1  Sequencing Plan Transitional Elements

Element
Description

Business Objectives
Business Objectives are new or significantly updated business services, activities, or functions that NARA will deploy in a given FY.  They are generally strategic to NARA’s business.

Programs / Dependencies
Programs / Dependencies are either: (a) strategic projects in the NARA Project Portfolio that will deploy the required business capabilities, or (b) tactical projects that are required for business / technical stabilization or infrastructure support. The dependencies between NARA projects are also identified. 

Technology Progression
The Technology Progression identifies the sequence in which technologies required to support the business capabilities should be deployed. 

Estimated Technology Maturity Point
The Estimated Technology Maturity Point identifies when the technologies required to support the business capabilities are expected to be mature enough for NARA. NARA is generally characterized as being a late adopter of technology and technology risk adverse. 

Each year of the sequencing plan is represented within the context of a transitional architecture for that FY and provides information for the transition year as identified in Table 10.2-2 below.

Table 10.2-2  Transitional Areas of Each Transition Year

Section
Description

Business Objectives
The Business Objectives section identifies the strategic business services, activities, and functions that are to be deployed in the given transition year. 

Key Project Initiatives
The Key Project Initiatives section identifies how transitional requirements are allocated to projects. 

Key Technology Dependencies
The Key Technology Dependencies section describes the technologies (data, applications, and infrastructure) that are required to implement the projects. 

Key Organizational Impacts
The Key Organizational Impacts section identifies the NARA organizations impacted by either the changes in the architecture or the projects that implement the changes.

Key Risks
The Key Risks section identifies key risks to implementing the transitional architecture for the given year. 

Components Retired
The Components Retired section identifies legacy systems and infrastructure that should be retired upon deployment of the transitional architecture.

10.3 Transitional Architecture for FY2003 / FY2004


The FY2003 / FY2004 transitional architecture includes changes to NARA’s IT environment that will be completed in FY2003 and FY2004. The FY2003 / FY2004 architecture expands NARA’s web infrastructure capability and focuses on operations stabilization activities in preparation for outsourcing and downstream strategic projects.  Changes imposed by the transitional architecture for FY2003 / FY2004 are highlighted in red in Figure 10.3.1-1 below.  The major changes to NARA’s IT environment introduced by this transitional architecture include:

· Introduction of web casting and streaming video capability,

· Operations stabilization via systems management, network management, and security management automation,

· Introduction of digital signature technologies, and

· Records transfer via web access.

· Preserve and verify essential evidence for electronic records in formats defined in the ERM project.

Figure 10.3.1-1 FY2003 / FY2004 Transitional Architecture
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10.3.1 Business Objectives

The business objectives that drive the FY2003 / FY2004 transitional architecture are described in Table 10.3.1-1 below.

Table 10.3.1-1 FY2003 / FY2004 Business Objectives

Business Objective
Source

Web e-enable access to military and civilian personnel records.
Case Management & Reporting Systems (CMRS) Product Plan and project reviews.

Automate the delivery, assembly, proofing and production of the Federal Register
e-DOCS Product Plan and project reviews.

Complete designs for complete records life cycle automation support of electronic records.
Electronic Records Archives (ERA) Product Plan and project reviews.

Provide electronic access to certain records management services as per Federal Government Paperwork Elimination Act (GPEA) mandate. 
GPEA Product Plan and project reviews.

Provision automated support for certain internal NARA records management functions.
RMA2 Product Plan and project reviews.

Upgrade Performance Management & Reporting System (PMRS) to a centralized database environment.  
PMRS Product Plan and project reviews.

Upgrade the Record Center Billing Program (RCBP) to stratify billing below the record group level and bill for specific storage service options (e.g. classified, non-classified).
RCBP Product Plan and project reviews.

Preserve and verify essential evidence for electronic records in formats defined in the ERM project.  
Extend the Useful Life of Existing Systems product plan.  

10.3.2 Project Initiatives

The key project initiatives required to support the FY2003 / FY2004 transitional architecture are described in Table 10.3.2-1 below.

Table 10.3.2-1  Key Project Initiatives Required for the FY2003 / FY2004 Transitional Architecture

Project
Description

New Projects

CMRS
CMRS will digitally track and process web-based and email-based requests for personnel records (military and civilian) from receipt to closure.

e-DOCS
e-DOCS automates the delivery, assembly, proofing and production of the Federal Register for 450 agencies who submit documents to the Register, Government Printing Office, and NFS (NARA Publications & Service Group).

ERA
ERA will be designing NARA’s warehouse for storing electronic essential evidence. 

GPEA
GPEA requires NARA to provide electronic access to information for citizens and federal agencies such as: 

· Agency requests for information via SF-115,

· The ability for researchers to submit queries about holdings,

· The ability to order copies of holdings,

· The ability to order and pay for NARA merchandise, 

· Access to online display exhibits, and

· The ability to order, pay for, and participation in web-cast NARA events.

Records Management Application – Phase II (RMA2)
RMA2 provides automated support for several internal NARA Records Management functions to include:

· Form 14116 - log customer request for information & order forms,

· SF-115 Request for Disposition Authority,

· SF-135 Transfer non-Current Records to Records Center,

· SF 258 Accession Records to NARA,

· Records Disposal Notice 13001,

· Process RMT Policy Request,

· Request Records Management IT System, and

· Order, pay for, and attend web-cast NARA events.

PMRS
A technical upgrade to PMRS that will replace distributed MS-Access databases with a centralized SQL Server database, evaluate using a COTS Extraction, Transformation and Load (ETL) product, and use a web-to-database tool to provide end-users direct access thru the web.

RCBP
A technical upgrade to RCBP that will stratify bills below the record group level and bill for specific storage service options (e.g. classified, non-classified).

Extend the Useful Life of Existing Records
NWME maintains the following systems that enable it to process, preserve and verify accessioned electronic records:  APS, AERIC, AMIS, and FTP. 

RCPBS


This system supports the records center programs (RCP) in producing invoices for the storage (NARS-5) and servicing of NARA's Regional Record Centers.  The transaction level billing for services is obtained through the regions via a web interface. 

ERM Test



The ERM Initiative is one of three essential inter-related NARA-led initiatives that will enable the successful move to Government-wide ERM; the ERM Initiative, the Records Management Initiatives (RMI), and the Electronic Records Archives (ERA).

Recurring Annual Projects  

Operations re-assessment and upgrades
Re-assess the current IT operations inventory, configuration, utilization, and system management capabilities across the enterprise.  Retire unused equipment, circuits, licenses, and maintenance agreements.  Reconcile all inventories to billing information. 

IT Strategy re-assessment
Re-assess and update the Strategic IRM Plan and Sequencing Plan, in conjunction with NARA’s project portfolio changes. Perform organizational, technology, and business impact analysis of the technology changes.

Security Certification and Accreditation
Conduct annual security / privacy certification reviews for all IT systems.

10.3.3 Technology Dependencies

The key technology dependencies of the FY2003 / FY2004 transitional architecture are described in Table 10.3.3-1 below. 

Table 10.3.3-1  FY2003 / FY2004 Transitional Architecture Key Technology Dependencies

Dependency
Description

Digital signature authentication technology
Digital signature authentication is required to maintain privacy and provide for non-repudiation in electronic transactions involving personnel records.

Integration with data from Department of Defense (DoD) databases
CMRS requires data extraction for DoD databases.

New electronic document types and very large scale digital storage and preservation technologies 
ERA requires extreme large and durable data storage technologies (hundreds of terabytes or petabytes).   

Upgraded web infrastructure
All NARA programs will require access to a robust and scalable web communications channel. 

Web casting / streaming video infrastructure
Web casting is required to support the transmission of NARA events via the Internet.

Web content management infrastructure
All NARA programs leveraging the web communications channel will need expand web content management capability.

Extract, Transform, Load (ETL) tool
An ETL tool is required to build the data mart that will support PMRS.

Enterprise Systems Management tools
Systems management, network management, and security management tools are require to automate and stabilize to NARA’s IT infrastructure and operations environment. 

10.3.4 Organizational Impact

The major organizational impacts that are likely to result from changes introduced by the FY 2003 / FY2004 transitional architecture are described in Table 10.3.4-1 below. 

Table 10.3.4-1  FY2003 / FY2004 Transitional Architecture Organizational Impacts

Impact
Organizational Area(s) Effected

Deployment of digital signature capability.
NHT, NR

Data integration with DoD databases.
NHT, NR, DoD Personnel Records organizations

Designs for new electronic document types and very large scale digital storage and preservation technologies. 
All of NARA

Upgraded web infrastructure to include web casting / streaming video capability and web content management.
NHT, all Lines of Business, Citizens, Government Agencies

Deployment of Extract, Transform, Load (ETL) tool.
NPOL, NHT

Deployment of ESM tools.
NHT

Yearly security certification and accreditation processes should be integrated into the enterprise.
NHP, all Lines of Business

Yearly operations assessment processes should be integrated into the enterprise
NHT

Yearly infrastructure planning and preparation processes should be integrated into the enterprise.
NHP, NHT

Yearly strategic planning update processes for a 5- year plan should be integrated into the enterprise.
NH, all Lines of Business

10.3.5 Risks

The key risks associated with the FY2003 / FY2004 transitional architecture are described in Table 10.3.5-1 below.

Table 10.3.5-1  FY2003 / FY2004 Transitional Architecture Key Risks

Risk
Description

Web infrastructure is not appropriately upgraded.
A high risk of degraded customer service exists if   web infrastructure upgrades are not completed to support public facing web applications. 

CMRS integration with DoD personnel records data stores.
Cross agency data integration coordination must be thoroughly understood and well specified due to technology, process, privacy, and political complexities. 

Advanced, large-scale electronic records storage and preservations technologies are immature. 
ERA system designs could become obsolete prior to deployment resulting in increased costs and / or sub-optimal solutions. 

Not deploying technologies that enable NWME to preserve and verify electronic records in the formats defined in the ERM project.  
May compromise NARA’s ability to fully preserve permanent electronic records.  

ESM tools are not deployed.
The current IT operations environment may become unstable. Overall IT support costs may increase.  The quality of customer service may decrease. 

IT operations assessments are not performed.
If the current operations baseline is not known, costs estimates for changes to NARA’s IT infrastructure will be inaccurate and will likely result in cost overruns for any project that adjusts or leverages the infrastructure.   

IT infrastructure preparation is not performed.
If the IT infrastructure adequately prepared, deployment of new business capabilities may not be feasible. 

IT strategic planning assessments are not performed.
A high risk of throwaway costs, inappropriate technology selection, integration complexity, and increased TCO exists if investment decisions are made without a comprehensive understanding of technology markets, technology capabilities and maturity, vendor capabilities, and business priorities.  

10.3.6 Components Retired

No major technology components are retired in the FY2003 / FY2004 architecture. 

10.4 Transitional Architectures for FY2005 - FY2008 

In a future release of the EA, this section will provide information regarding the FY2005 – FY2008 transitional architecture.

11 Records Management Services

11.1 Overview

Background

NARA, as a Federal agency, is responsible for creation and management of its own records.  By statute, NARA is required to:

· make and preserve records (44 U.S.C. 3101),

· establish a program to control record creation (44 U.S.C. 3102), and 

· establish a program for maintenance and use of records (44 U.S.C. 3102).

As part of its core mission, NARA’s is responsible for providing “guidance and assistance to Federal agencies to ensure adequate and proper documentation of the policies and transactions of the Federal Government and ensuring proper records disposition,” (44 U.S.C. 2904).

Therefore, records management services are important to NARA both as a Federal Government agency that creates Federal records and as the Federal agency responsible for helping other Federal agencies manage their records.

Currently, office automation (e.g., word processing, spreadsheets, e-mail, etc.) and business applications (e.g., CMRS, OFAS, PEGASYS, etc.) have no built-in records management capabilities.  What exists in the marketplace are separate records management applications that are attached to office automation or business processes (i.e., managing e-mail or managing disposition of enterprise documents).  While records management concepts are well understood, the IT industry is in the relatively early stages of defining, building, and implementing basic records management services that can be more tightly coupled to and reused by any business or office automation process.  

Records Management Services Requirements
NARA used the Department of Defense (DoD) 5015.2-STD, Design Criteria for Electronic Records Management Software Applications, specification to drive the requirements for records management services since they have been endorsed by the agency.  DoD 5015.2 was the benchmark set of requirements for developing the services.

ISO 15489-1 and 2, Information and Documentation – Records Management, is the records management standard that NARA is planning to formally adopt. Part 1 is written at a higher level than requirements because it is a standard and Part 2 is an implementation guide and it written as such. However, NARA has not yet formally adopted ISO 15498-1, nor has the agency formally endorsed any requirements derived from it.

Functional Needs of a Records Management Service

NARA has three functional needs that must be addressed by a records management service: Identify a record, Associate or disassociate metadata to a record, and Link associated records. 

Identify a record supports the ability to bound a record.  In the paper paradigm, records are tangible things that people can see and hold such as a letter, a memo, or a tax return form. There is only a physical manifestation of the record.  On closer analysis, a record is actually comprised of three elements: content, context, and structure, even though for paper records these three elements are embodied in the same physical medium.
 

Electronic records are “virtual” things.  Their logical and physical manifestations are very different. Electronic records cannot be viewed in the same way as paper records.  For electronic records, context and structure must be captured and associated with the content through metadata.  Therefore, an electronic record is a combination of content and its associated metadata.  The Identify a record service provides the capability to recognize the appropriate content, context, and structure metadata that IS a record.  The precise context and structure metadata that need to be identified with the content depend on the definition and requirements of a record. 

Department of Defense (DoD) Standard 5015.2 (5015.2-STD) discusses metadata requirements, much of which could be categorized as context metadata.  For example, the DoD standard presents such categories of metadata as file plan and disposition information, vital record indicators, and transaction data. The identification or bounding of the content and metadata that comprise the record is accomplished using the Identify a record service. 

DoD 5015.2-STD requirement C.2.2.5.3 states in part that record management applications must be able to preserve a record so that, when retrieved, it can be manipulated in the same way as the original.  For example, if you need to manage and preserve a spreadsheet that includes the algorithms used to create the data, the algorithms can be identified and managed as metadata.  While some people argue that the functionality of a system should be expressed as structure and/or context metadata, others believe that there are two additional elements that need to be identified and captured as metadata and associated with the content of a record: behavior
 and presentation. Regardless of how the characteristics are categorized, all of this information can be expressed as metadata. 

The second and third services, Associate or disassociate metadata to a record and Link associated records, are the logical extensions of the first service.  The Associate or disassociate metadata to a record service provides the capability to bind or detached content from its metadata.  While the Identify a record service recognizes the content and metadata that ARE the record, this individual service actually makes those associations between the content and metadata.  Since DoD 5015.2-STD requirement C.2.2.6.6.4 states that records management applications will have the capability to allow an organization to select whether it wants to retain or delete the metadata associated with destroyed records, this service also must be able to disassociate metadata from the content of the record.

The Link associated records service provides the ability to link two or more records together. This service supports DoD 5015.2-STD requirement C.2.2.3.17, which states that records management applications should be capable for referencing or linking and associating supporting and related records to a specific record.

While these three services are unique to records management, a developer would need to use additional services already defined in the TRM to satisfy the records management requirements in DoD 5015.2.

Business Rules for Records Management Services

Records management rules provide for the systematic management of aggregates of records.  Examples include implementation of NARA’s file plan, schema, or other structure for organizing records and implementation of the applicable records disposition schedules, including both General Records Schedules and schedules applicable to specific sets of records.  Records management rules also enables systematic application of related rules such as those governing Privacy Act systems of records and records subject to national security classification.  Records management rules can be implemented in service itself, meaning that the Identify a record service employs a set of rules that it uses to execute the service.  Rules can also be implemented in records management applications.

Future direction of the Records Management Service

In a future release of the EA, the Records Management Service for NARA will be more fully specified to include:

· Service Definition and Description,

· Service Architecture Specifications,

· Service Component Specifications,

· Service Component Integration and Interfaces,

· Design Direction,

· Library Structure and Software Frameworks, and

· Service Management Specification.

12 Security Architecture

12.1 Overview

The Security Architecture (SecA) component of NARA’s Enterprise Architecture (EA) describes how NARA will secure Information Technology (IT) systems and assets. The objective of the SecA is to provide a comprehensive and authoritative set of documentation that: (1) describes the strategy for how NARA plans to manage and mitigate the agency’s IT risk, (2) defines the processes by which IT security activities are executed, (3) provides technical specifications for securing the IT systems environment, and (4) specifies how IT security integrates into all aspects of the EA to ensure the confidentiality, integrity, and availability of agency information resources. 

The Security Architecture is documented within the context of the NARA Security Architecture Framework as depicted in Figure 12.2-1 and described in Table 12.2-1 below. 

Figure 12.2-1 Security Architecture Framework 
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Table 12.2-1 NARA Security Architecture Framework Description

Framework Element
Description

Security Principles, Constraints, and Assumptions
The fundamental philosophies upon which the Security Architecture is predicated. 

Security Plan
The strategy for how NARA’s overall IT Security Program will evolve and change over the next three years as required by business priorities, the IT sequencing strategy, and oversight directives. 

NARA Security Policy
The policy statements, mandates, regulations, and directives that guide the security activities of the agency. 

Security Model
A categorization of information assets, threats, and risks based upon input from business and technology risk assessments.

Technical Security Architecture and Standards
Specifications for integrating security technologies, IT security measures, and IT security controls within and across all technology components of the agency’s IT systems. 

Monitoring Processes
The processes and procedures for monitoring the agency’s risks.

Enforcement Processes
The processes and procedures for managing risks though active enforcement of security controls.

Recovery Processes
The processes and procedures for recovery in the event of a compromise to the confidentiality, integrity, or availability of information assets.

12.3 Security Principles, Constraints, and Assumptions 

The NARA Security Architecture is based upon the Principles, Constraints, and Assumptions (PCA) listed in Table 12.3-1 below.  These PCAs describe the fundamental philosophies upon which NARA's IT Security Architecture is predicated.

Table 12.3-1  Security Principles, Constraints, and Assumptions

1
Principle: We will design and acquire our IT applications and systems with attention to security.
Rationale:  Newly acquired applications and systems must conform to NARA security requirements because retrofitting security controls into IT applications and systems post deployment is expensive, complex, and imposes unacceptable risk to the agency.

2
Principle: We will consolidate all security operations into a single organization responsible for policy, risk management, security engineering, monitoring, enforcement, and emergency response.  
Rationale: Consolidation of information security resources enables a consistent, cost effective approach to managing NARA’s IT risks and enables an additional level of control through segregation of duties.

3
Principle: We will implement the concept of least privileged access to all information resources.
Rationale: Limiting access to only those resources an individual needs to perform their stated job responsibilities reduces the risk of unauthorized access and / or misuse of IT resources.

4
Principle: We will implement the concept of need to know system access.
Rationale: Assuming a default of no access then requiring approval for additional levels of access as needed reduces the overall risk of unauthorized access to critical information and systems.

5
Principle: We will implement and maintain a continuous assessment model for risk management, certification, and accreditation.
Rationale: Establishing processes and technology to constantly monitor and evaluate threats and risks enables the agency to assess vulnerabilities, reduce exposures, and mitigate compromises more effectively.  Additionally, managing security as a process rather than a project improves the consistency, predictability, efficiency, and effectiveness of the agency’s overall security. 

6
Principle:  We will proactively monitor the IT operations environment and industry sources for security related events 24 X 7.  

Rationale:  Proactive monitoring can reduce operating risk to the agency by: (a) identifying and correcting security compromises before they create adverse business impact, and (b) reducing the number and impact of security events.

7
Constraint: We will satisfy all mandated federal requirements for information security and privacy.

Rationale: Failure to comply with federal requirements for information security and privacy can expose NARA to litigation and / or loss of IT funding.

8
Assumption: We will provide the funding and staffing required to assure the security of the agency’s IT assets. 

Rationale:  Securing the IT environment to safeguard the business and satisfy federal mandates requires adequate staffing and funding.

12.4 IT Security Program Plan

NARA will develop and maintain an IT Security Program Plan to address all levels of security management. This plan will be documented in a future release of the EA. High-level management issues, operational procedures, and technology utilization will be addressed in the plan.  The plan will evolve and change over the next three years as required by business priorities, the IT sequencing strategy, and Federal oversight directives. The short term goal of the IT Security Program Plan is to prescribe a logical sequence of improvements that are necessary stabilize the IT security program.  These improvements mitigate current gaps in NARA’s IT security program and lay the foundation for a secure IT infrastructure in the future.  The long term objective of the security plan is to define and institute formal processes to measure the performance of the security program, adjust the security program strategy to changing business needs and external drivers, and to drive IT security investment strategies.

12.5 NARA Security Policy

IT security policy is the cornerstone of an information security (Infosec) program.  Security policy provides guidance on the management, operational, and technical controls that will be relied upon to secure agency IT assets.  The importance of comprehensive IT security policies cannot be understated.  If an organization lacks policy concerning any part of their program, it becomes difficult to enforce compliance.  The ability to assure compliance stems from written policy supported by agency management and statutory requirements imposed on the organization by Federal law.

NARA security policy must comply with federal regulations for sensitive but unclassified systems and networks.  The policy must be updated annually and compliant with Federal government regulations and industry best practices. 

12.6 Security Model 

In a future release of the EA this section will specify NARA’s security model. 

12.7 Technical Security Architecture and Standards

In a future release of the EA, this section will provide complete specifications for NARA’s technical security architecture.  Preliminary specifications for data security are addressed below.

12.7.1 Data Security

Traditionally, data security has been an afterthought; an add-on after a system was first designed or deployed. In order to be effective and efficient, data security measures must be properly architected and developed early in the design process. NARA’s data security strategy must address the major groupings of IT security measures defined by the Technical Reference Model (TRM) as follows: 

· Identification and Authentication – Verifying the identity of a data source and destination.

· Authorization – Controlling and managing access to data based on parameters that include the identification of source and destination.

· Confidentiality – Ensuring that transmitted data cannot be read by unauthorized persons.

· Integrity Checking – Verifying that the data received is accurate.

· Monitoring – Ensuring that activities that review and change data are logged and such activities can be recreated in order to ensure recoverability of data as well as to establish the identity of the party responsible for data modification, as and when appropriate.

· Availability – Ensuring that critical data is readily available under most normal operating circumstances, and can be efficiently and promptly recovered in order to support a business continuity plan designed for extraordinary circumstances, such as catastrophic failure.

· Non-repudiation – Validating the proof of transmission and reception.

Data security is a part of NARA’s overall Security Architecture and will be integrated into NARA’s IT Security Program. Data security policy will be defined within the NARA Data Management Program Plan and will drive NARA’s data security model. The data security model will provide the foundation for the data security architecture and implementation.

12.7.2 Data Security Requirements

The requirements that drive NARA’s data security strategy are listed in Table 12.7.2-1 below.

Table 12.7.2-1  Requirements of NARA’s Data Security Strategy

Security Measure Grouping
Requirements

Identification and Authentication
· Data access will be limited to those who have been properly identified and authenticated.

· User access privileges granted to NARA data will be the minimum necessary to satisfy the business requirements.

· User access will require the presentation of authentication credentials and supporting information to identify the individual requesting access.

Authorization
· Access control will be enforced at the appropriate data or application level, for example, role-based IT security, such that a legitimate user, once granted system access, cannot influence or damage system data which the required service does not need.

· System management will be able to revoke a user's access rights in a timely fashion without the presence or involvement of the user involved.

Confidentiality
· The IT security service will provide adequate protection to personal and private information from observation or disclosure when in transit across vulnerable network segments.

· The IT security service will protect personal and private information from misuse when stored and processed within NARA applications.

Integrity Checking
· The IT security service will protect data transmitted across public networks from exploitation by accidental or deliberate modification, or deletion.

· The IT security service will protect the data by providing measures to frustrate ‘hacking’ attacks on the data sources that might undermine the integrity of the data by maliciously altering user data or publicly posted information (for example, modifying web pages).

Monitoring
· The IT security service will maintain activity logs for audit and accounting purposes. Reasons for requiring this include establishing accountability for transactions, reconstructing failed transactions and furnishing appropriate records in the event of a dispute about services. Each record will be traceable to a real-world or electronic identity, where appropriate.

Availability


· The IT security service will specify service levels for data availability.

· The IT security service will ensure that critical data is available for use under normal operating conditions.

· The IT security service will ensure that critical data can be efficiently and promptly recovered during extraordinary circumstances such as catastrophic failure.

Non-repudiation
· The IT security service will provide evidence that information received from a user was actually submitted by that user and the accessed application couldn’t dispute the authenticity of the information.

· The IT security service will provide evidence that a transaction received from an authorized user did actually originate from that user who cannot subsequently deny responsibility for the transaction.

12.7.3 Data Security Risks and Mitigations

Table 12.7.3-1 below identifies some basic risks to NARA’s data and presents some risk mitigation approaches.  It is expected that additional risks and risk mitigation approaches will be identified as NARA’s IT Security Program and IT Security Architecture evolve. 

Table 12.7.3-1  Data Security Risks and Mitigations

Risk
Possible Mitigation Approaches

Access to a computer system by unauthorized users.
· Ensure that users are authenticated before access to the system down to the granularity of a particular user and the role the user plays.

Access to unauthorized or restricted data by authorized users.
· Use the operating environment access control mechanisms to allow authenticated clients and legitimate government users access to only that data for which they have appropriate privileges.  Super user accounts will be avoided as far as practicable.

· Employ encryption as an access control mechanism for stored data. If data is encrypted, then an equivalent access control regime must be applied to the encryption keys.

· Use role-based access control mechanism for stored data.

Unauthorized users may gain access to restricted web services.
· Ensure user authentication before access to the web server down to the granularity of a particular individual or process.

· Allow authenticated users access to only those web services for which they have appropriate privileges.

Inadvertent disclosure of data during processing. Disclosure might be by an erroneous screen display, inclusion in a printout, or as an attachment to a dataset being legitimately sent to a third party.
· Ensure authentication of all users prior to accessing the system or process.

· Use role-based access control techniques.

· Mark (for example, by use of a digital signature) all data that is to be correctly released and testing for this as part of any display, print or export process.

Intentional or accidental misdirection of an electronic communication sent to an individual or process not authorized to see it.
· Confine communications to trusted channels or networks.

Interception of an electronic communication by unauthorized individuals or processes.
· Ensure that the communications channel is adequately protected against interception. 

· If the risk to the communication channel warrants it, encrypt the content of the communication (for example, using S/MIME or HTTPS [HTTP over SSL]).

· Encrypt the communication contents using encryption keys and user authentication.

12.7.4 Data Security Framework

NARA will guide, design, implement, and manage data security for the agency within the context of the (preliminary) Data Security Framework depicted in Figure 12.7.4-1 below.  This framework is designed to integrate within the broader context of NARA’s overall IT Security Program and Security Architecture.  

Figure 12.7.4-1  NARA Data Security Framework
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12.8 Monitoring Processes

In a future release of the EA, this section will define NARA’s security monitoring processes.  

12.9 Enforcement Processes

In a future release of the EA, this section will define NARA’s security enforcement processes.  

12.10 Recovery Processes

In a future release of the EA, this section will define NARA’s security recovery processes.  

� See www.feapmo.gov


� See www.opengroup.org/togaf


� See Naugher, Loran and Bill Rosser, Talking Architecture: Framework of Frameworks. Symposium 2002.


� See GAO.gov – GAO Reports – Best Practices Methodology


� See Spewak, Steven H., Enterprise Architecture Planning – Developing a Blueprint for Data, Applications and Technology. John Wiley and Sons, Inc.


� See www.zifa.com


� In this release of the EA the terms records and documentary materials are used interchangeably. 


� Alan W. Brown, Large-Scale, Component-Based Development, Prentice Hall, 2000, pp. 17-39. See also Gartner Group “Application Development by the Numbers”, Symposium, October 2000.


� No legacy system extension or legacy code reuse strategy has been documented, analyzed or approved.  The feasibility of legacy code reuse has not been demonstrated.


� Jacobson, Griss and Jonsson, Software Reuse – Architecture, Process and Organization for Business Success, Addison-Wesley, 1997.


� Managed processes in this context refer to formal program management and life-cycle methodologies such as the Software Engineering Institute Capability maturity Model (SEI/CMM).


� Gartner Group “Component-Based Application Development”, Symposium, October 2000.  This information has been repeatedly corroborated via subsequent Symposiums, vendor presentations, and vendor reference accounts.


� Guidance regarding the Federal Information Security Management Act via an OMB Circular A-130 appendix was pending at the time of this review.


� For additional information on Clinger-Cohen see Public Law 104-106, Feb 10, 1996. 


� For additional information see OMB Circular No. A-130, Revised, (Transmittal Memorandum No. 4).


� Circular A-130 provides guidance related to Clinger-Cohen, the Paperwork Reduction Act of 1980, The Privacy Act, the Chief Financial Officers Act, the Federal Property and Administrative Services Act, the Computer Security Act of 1987, the Budget and Accounting Act, the Government Performance and Results Act of 1993 (GPRA), the Office of Federal Procurement Policy Act, the Government Paperwork Elimination Act of 1998, Executive Order No. 12046 of March 27, 1978; Executive Order No. 12472 of April 3, 1984; and Executive Order No. 13011 of July 17, 1996.


� For additional information see the FEA reference model descriptions at www.feapmo.gov.


� See FEA BRM.


� See FEA SRM.


� See FEA TRM.


� For additional information see E-Government Strategy, April, 2003; and E-Gov Enterprise Architecture Guidance (Common Reference Model), July 25, 2002 at www.feapmo.gov.


� For additional information see statutory section 508 in the Rehabilitation Act of 1973 (found at 29 U.S.C. 794d); also see � HYPERLINK "http://www.section508.gov" ��www.section508.gov�.


� The EA is dependent upon the major business process re-engineering (BPR) and business planning efforts that are currently underway.  NARA’s BPR activities will help to describe business objectives and the IT capabilities they require. Consequently, many areas within the EA can not be finalized until the BPR and work and several follow-on activities are complete.


� In this version of the EA the terms records and documentary materials are used interchangeably.


�Physical platforms and database management systems used for implementing analytical data – for example, data warehouses and data marts – will be separate from those used for implementing online transaction processing data.


� Data Administration will conduct periodic quality reviews to ensure that enterprise data is in compliance with this principle. These reviews will be based on quality metrics and measurement standards adopted from the industry and/ or developed within NARA, as appropriate.


� Redundant data is permissible under specific circumstances such as documented performance issues. 


� Most business rules that cannot be captured or represented using the data model will be represented in the process model of the enterprise. NARA may choose not to automate some business rules.


� When NARA interacts with other agencies through data exchange, E-Government principles, including those pertaining to data interoperability standards, will guide such exchanges.


� N-ary relationships occur among entity types numbering more than two. Many relationships are generally binary in nature. However, n-ary relationships are very common at the CDM level and need to be resolved into associative entity types when the CDM is transformed into an LDM.


� Jacobson, Griss and Jonsson, Software Reuse – Architecture, Process and Organization for Business Success, Addison-Wesley, 1997.


� It is important to note that the classification model identifies and classifies only those technologies that are expected to be used by NARA or impact NARA in some important way.  The classification scheme does not attempt to classify the universe of technologies.  It is anticipated that the classification scheme will evolve to keep pace with changing technological advancements and market dynamics.


� The TRMs reviewed during this the process included: the Department of Defense (DOD), the Internal Revenue Service (IRS), the Immigration and Naturalization Service (INS), the Center for Disease Control (CDC), the Department of the Treasury, the Department of Education, the Federal Enterprise Architecture (FEA), and the Open Group Architecture Framework (TOGAF).


� Technical Architectures are often presented and discussed within the context of terminology and models accepted by the IT industry for framing complex, client / server systems. For a reference see Alex Berson’s treatise Client / Server Architecture (McGraw-Hill, 1996)





� The software engineering discipline defines eight levels of cohesion and five levels of coupling.  For more information regarding software modularity see Stephen R. Schach, Software Engineering, Aksen Associates, 1990, pp. 214-251.  See also Grady Booch, Object-Oriented Analysis and Design, Addison Wesley, 1994.


� See Grady Booch, Object-Oriented Analysis and Design, Addison Wesley, 1994.


� Obviously, application designers must always be cognizant of performance, scalability, reliability, and operations management concerns.


� The call is actually to either a proxy (in the Microsoft COM model) or a stub (in the J2EE/CORBA model).  The proxy or stub marshals the request and redirects the call as appropriate.  See Mowbray and Ruh, Inside CORBA Distributed Object Standards and Applications, Addison-Wesley, 1997, pp. 54-81; and Rosemary Rock-Evans, DCOM Explained, Digital Press, 1998, pp. 32-33.


� The Microsoft COM architecture is based on RPCs.  The .NET architecture will provide a SOAP/XML option as well, although this will typically be used for outward facing application-to-application interfaces over the Internet or intra-enterprise application to application interfaces when simple method calls are inappropriate.  J2EE platforms implement RMI over IIOP but allow for asynchronous messaging interfaces via the JMS specification.


� The Functional Partitioning section of the EA specifies the overall business application portfolio for NARA from a functional perspective.  The Software Architecture and Systems Architecture specify the structural and execution properties of applications respectively.


� All Presentation Services must comply with requirements set forth by Section 508 of the Rehabilitation Act of 1973.


� Non-repudiation measures are an additional grouping of security measures used to assure that an entity identified as utilizing a resource is in fact that entity and cannot repute that fact.  Non-repudiation protects against the forging of a message, or denial of transmission or receipt of a message.  Non-repudiation measures are implemented by combining authentication, encryption, integrity checking, and monitoring technologies.


� The ISO 15489 standard supports the concept of content, context, and structure.


�  Two examples of a behavior are (1) when you move your cursor over a graphical icon and text appears that explains the icon and (2) when you open a web page and additional web pages with advertisement automatically appear.
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