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To: All Employees

Attention supervisors: If you have employees who do not have access to a computer, please ensure that those

employees receive a copy of this notice. This includes employees on LWOP or paid leave.

On May 4, 2023, the Biden Administration announced new actions to promote responsible use of Artificial Intelligence (AI).

These actions build on the administration’s work to promote responsible AI innovation, including:

the Blueprint for an AI Bill of Rights,

the AI Risk Management Framework, and

a roadmap for setting up a National AI Research Resource.

Additionally, in February, President Biden signed an Executive Order that directs federal agencies to root out bias in their design

and use of new technologies, including AI, and to protect the public from algorithmic discrimination.

ChatGPT, Google's Bard, and other AI-enabled Large Language Models (LLMs) tools can help you with a variety of tasks, but it's

important to use them safely and responsibly. LLMs are a type of artificial intelligence models that have been trained on vast

quantities of text data to create human-like responses to dialogue or other natural language inputs. Chatbots like ChatGPT are

trained to make predictions about “what comes next” after a written prompt. They use vocabulary and information while also

understanding words in context. This helps these tools to mimic speech patterns while displaying knowledge that the models have

learned.

LLMs are highly capable and are expected to rapidly improve in capabilities over the coming months and years. However, these

tools are new and under development, and should always be used with caution.






